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Abstract. The main focus of this work is to study conformal Killing forms on Sasakian
manifolds. Our most important tool is the so-called curvature condition, which is a cer-
tain formula that arises after differentiating the conformal Killing equation. The curva-
ture of a Sasakian manifold has many symmetries with respect to the Reeb vector field
and its covariant derivative. The combination of these symmetries with the curvature
condition yields restrictions for conformal Killing forms.

We discuss the space of differential forms on a Sasakian manifold and decompose
every horizontal form into (p, ¢)-forms, similarly to Kahler manifolds. This allows us to
define the Dolbeault operators on the subspace of horizontal forms.

After that we replace the Riemannian curvature tensor by another tensor that is
better adjusted to the Sasakian structure. This simplifies the calculations that we have
to do in the discussion of the conformal Killing form.

For conformal Killing forms on Sasakian manifolds we show that they are always
the sum of a Killing and a *-Killing form. Furthermore we investigate Killing forms
and we decompose every Killing form into the sum of a special Killing form and an
eigenform of the Lie derivative in direction of the Reeb vector field. Then we discuss
the combination of the Killing equation and the eigenvalue equation and decompose the
given Killing form into its (p,q)-parts. We use the Dolbeault operators to gain more
information about this case.

Finally we classify conformal Killing forms in several special cases, including Eta-
Einstein and Sasaki-Einstein manifolds as well as horizontal and normal conformal
Killing forms.

Kurzzusammenfassung. Der Hauptbestandteil dieser Arbeit liegt in der Unter-
suchung von konformen Killingformen auf Sasaki-mannigfaltigkeiten. Das wichtigste
Werkzeug hierzu ist die sog. Kriimmungsbedingung, die sich durch Differentiation
der konformen Killinggleichung ergibt. Der Kriimmungstensor einer Sasaki-Mannig-
faltigkeit besitzt viele Symmetrien bzgl. des Reebvektorfeldes und seiner kovarianten
Ableitung. Die Kombination dieser Symmetrien mit der Krimmungsbedingung liefert
Einschrankungen fiir die konformen Killingformen.

Wir untersuchen den Raum der Differentialformen auf einer Sasaki-Mannigfaltigkeit
und zerlegen jede horizontale Form in (p, ¢)-Formen, analog zum Vorgehen auf Kéhler-
Mannigfaltigkeiten. Dies erlaubt uns, die Dolbeault-Operatoren auf Sasaki-Manni-
faltigkeiten einzufiihren.

Danach ersetzen wir den Riemann’schen Kriimmungstensor durch einen anderen
Tensor, der der Sasaki-Struktur besser angepasst ist. Dies vereinfacht die Rechnungen,
die wir bei der Untersuchung der konformen Killinggleichung durchfiihren.

Wir zeigen, dass jede konforme Killingform auf einer Sasaki-Mannigfaltigkeit die
Summe einer Killingform und einer *-Killingform ist. Weiter untersuchen wir Killingfor-
men und zerlegen jede Killingform in die Summe einer speziellen Killingform und einer
Eigenform der Lieableitung in Richtung des Reebvektorfeldes. Dann diskutieren wir
die Kombination aus der Killinggleichung und der Eigenwertgleichung und zerlegen die
gegebene Killingform in ihre (p, ¢)-Anteile. Wir verwenden die Dolbeault-Operatoren,
um in diesem Fall weitere Informationen zu erhalten

Schliefllich klassifizieren wir konforme Killingformen in einigen Spezialfiallen. Diese
beinhalten Eta-Finstein- und Sasaki-Einstein-Mannigfaltigkeiten sowie horizontale und
normale konforme Killingformen.
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0 Introduction

0.1 Introduction

The central objects in this work are Sasakian manifolds, which were introduced in
the 1960’s by S. Sasaki as an odd-dimensional analogon of Kéhler manifolds. Ké&hler
manifolds are a classical object of differential geometry and well studied in literature.
Compared to that Sasakian manifolds have only recently become subject of deeper
research in mathematics and physics.

Kahler manifolds are the generalization of the complex space C™ to complex mani-
folds with respect to the geometric and symplectic properties of C". The defining
objects of a Kéhler manifold N are a Riemannian metric g, a complex structure J and
a symplectic form w that satisfy the compatibility condition w(X,Y) = ¢g(JX,Y) for
all vector fields X and Y on V.

In order to convey the idea of Kéhler manifolds to odd dimensions it is necessary
to translate the concepts of complex structures and symplectic forms to odd dimen-
sions. Contact forms and normal almost contact structures are often considered as the
natural odd-dimensional analogons of these structures because they both induce the
corresponding even-dimensional objects when raising or dropping the dimension by 1:
Every contact form on M induces a symplectic form on the product manifold M x R !,
and the kernel of the contact form is a symplectic subbundle of TM. Likewise, every
normal almost contact structure (¢,n,&) induces a complex structure on M x R and
the restriction of ¢ to the kernel of n is a complex structure. On a Sasakian manifold,
the two structures are combined in the sense that the 1-form 7 of the normal almost
contact structure is a contact form.

Surprisingly, it is possible to find a Riemannian metric on M which induces Rie-
mannian metrics on both the manifold M x Ry and the bundle ker(n) that are com-
patible with the complex and symplectic structures in the Kéhler sense. If (¢,7,&, g) is
a contact metric structure, then by restricting the metric g, the endomorphism ¢ and
the 2-form 3dn to ker(n) the bundle ker(n) behaves like the tangent bundle of a Kéhler
manifold. Unfortunately, the manifold M x R endowed with the standard product met-
ric is not a Kéhler manifold since the induced symplectic form and the induced complex
structure are not compatible with respect to the metric. But by replacing the product
metric with the cone metric it is possible to obtain a Kahler structure on the cone.
Conversely, every Kéhler structure on a cone M x R, is induced by a normal contact
metric structure on M (see [B02]). Therefore there is a 1 — 1 correspondence between
the two structures and a manifold is called Sasakian if its cone is a Kahler manifold.

The close relationship between Kéhler manifolds and Sasakian manifolds naturally
leads to the question which objects, methods and theorems can be transfered from one
to the other. In this work we deal with this question with special regard to differential
forms on Sasakian manifolds.

If the Sasakian manifold is regular in the sense of contact manifolds, the quotient
space B := M/ is also a Kéahler manifold. In this case holds TB = ker(n) and the
horizontal forms 3 on M that are the pull-back of forms on B are called basic and are
characterized by £ 43 = 0 and L¢3 = 0. But these conditions can be fulfilled even if the
manifold is not regular. Horizontal and basic forms are of special interest on Sasakian
manifolds since they behave pointwise (if horizontal) or even locally (if basic) like forms

'In fact it is possible to induce a symplectic structure on M X I, where I C R is any open interval:

If n is a contact form and f : I — R a smooth function with f(r) # 0 and f'(r) # 0 for all r € I, then

d(fm*n) is a symplectic form on M x I. In the Sasakian case we have I = Ry and f(r) = r%.



on Kéhler manifolds. Furthermore, if QP(H) denotes the set of horizontal p-forms, then
holds QP(M) = QP(H) ®n AQP~L(H), i.e. every differential form on M is given by two
horizontal forms. It is therefore important to know how a given operator deals with
this splitting. Of particular interest is the curvature tensor R as well as the exterior
differentials d and § = d* and related operators.

On almost complex manifolds every differential form can be be uniquely decomposed
into a sum of (p,q)-forms. This translates directly to horizontal forms on a Sasakian
manifold. The exterior differential d of a Sasakian manifold induces the horizontal
differential dy on horizontal forms, which can be decomposed into dy = 0 + 0 accord-
ing to the (p, g)-decomposition. Like on Kéhler manifolds there are the corresponding
Laplace operators Ag, Ay and A, which on basic forms satisfy the Kahler relation
Ap =205 = 2A;.

The curvature tensor of a Sasakian manifold naturally is one of the most important
objects since every Sasakian manifold is a Riemannian manifold. But on Sasakian
manifolds it is even more important: It is possible to give a definition of Sasakian
manifolds that involves the curvature tensor. Therefore the further properties of the
curvature tensor are of special interest. On a K&hler manifold the complex structure J
is skew-adjoint and parallel, which leads to many simple symmetries of the Riemannian
curvature tensor with respect to J. The endomorphism ¢ of a Sasakian manifold is skew-
adjoint and the covariant derivative of ¢ is explicitly known, which makes it still possible
to determine the symmetries of R with respect to ¢, but they are more complicated than
in the Kéhler case. It is also important to know how the curvature tensor behaves with
respect to the interior and exterior product with the Reeb vector field £ and with the
action of the 2-form dn=2¢. It turns out that the curvature tensor R neither respects
the decomposition QP(M) = QP(H) @ n A QP~1(M) nor is in any way compatible with
the decomposition of horizontal forms in (p, ¢)-forms.

The main focus of this thesis lies on the investigation of conformal Killing forms on
Sasakian manifolds. These are forms i) € QP (M) that satisfy

Vxt = g X adip — g XF A9

for every tangent vector X on M. If the form ¢ is additionally coclosed, then it is
called a Killing form, and if it is closed, then it is called a *-Killing form. An essential
property of Sasakian manifolds that has no direct analogon on Kéahler manifolds is that
the contact form 7 is a Killing 1-form. Moreover, a Sasakian manifold admits at least one
nowhere vanishing conformal Killing form in every degree: The forms nA (dn)* and (dn)*
are Killing resp. *-Killing forms for every k. If the manifold is a 3-Sasakian manifold, it
is possible to obtain more conformal Killing forms by combining the different Sasakian
structures. Up to now, for p # 1,n — 1 these are all known examples of conformal
Killing p-forms on Sasakian manifolds different from the sphere. It is natural to ask if
there are any other examples. A partial answer is given by the articles of M. Okumura
[062] and S. Yamaguchi [Y72b], where they show that under suitable conditions every
conformal Killing p-form splits into the sum of a Killing and a *-Killing form. This in
contrast to the situation on compact Kéahler manifolds, where every Killing and every
*-Killing form has to be parallel [Y75].

A common property of the known examples is that they are all special Killing and
*-Killing forms, i.e. they induce parallel forms on the cone. Another natural question
is therefore if all Killing and #-Killing forms on Sasakian manifolds have to be special.

Conformal Killing forms on Riemannian manifolds are systematically studied in
[SO01]. By covariant differentiation of the conformal Killing equation many results about



the action of the Riemannian curvature tensor on the conformal Killing form ¢ and
about the properties of the forms di, 51 and Ay are obtained. This is the starting
point for our discussion of conformal Killing forms on Sasakian manifolds.

0.2 Main results

Let M be a n = (2m + 1)-dimensional Sasakian manifold. After introducing the curva-
ture tensor

AX,Y) =R(X,Y) + (X* AY*)e
on M we show that it respects the splitting QP(M) = QP(H) @ n A QP~(H) and maps
(p, q)-forms to (p, q)-forms.

In [Y72b] S. Yamaguchi shows that every conformal Killing p-form on a compact
(2m + 1)-dimensional Sasakian manifold with p < m and m > 1 splits into the sum of a
Killing and a *-Killing form. We show that the compactness and the condition p < m
are not necessary:

Theorem. Let (M, g) be a n-dimensional Riemannian manifold with n > 3. If (M, g)

admits a Sasakian structure then for all p = 1,...,n — 1 every conformal Killing p-
form 1 is the sum of a Killing p-form o and a *-Killing p-form 7. If p > 2, then
o= Wl(n_p)édz/), and if p<n—2, then 7 = md&/}. Furthermore we have

q(R)Y =p(n —p)ip.
for2<p<n-—2.

As a corollary we have Ao = (p+ 1)(n — p)o for every Killing p-form o with p > 2
and AT =p(n —p+ 1)1 for every *Killing p-form 7 with p <n — 2.

We investigate the question if every Killing form on a Sasakian manifold has to be
a special Killing form and have the following result:

Theorem. Let (M,g,£) be a (2m + 1)-dimensional Sasakian manifold. Then every
Killing p-form with p > m~+1 is special. If M is compact, then every Killing m-form is
special and all Killing p-forms are the sum of a special Killing form and a Killing form
that is an eigenform of E? with eigenvalue —(p — 1)2.

This leads us to a further investigation of Killing forms o that satisfy the additional
equation Leo = i(p — 1)o.

Finally we investigate conformal Killing forms in several special cases and have the
following results.

Theorem. Let (M, g,£) be a n-dimensional Sasakian manifold and v € CKP(M, g) with
2<p<n-—2.
o If M is a strictly Eta-Einstein manifold, then ¥ = n A (dn)* if p is odd and
Y = (dn)k if p is even.
o If M is a compact Sasaki-FEinstein manifold, then 1 is the sum of a special Killing
and a special x-Killing form.

o If iy is a normal conformal Killing form, then v is the sum of a special Killing
and a special *-Killing form, and the open submanifold {x € M |, # 0} is a
Sasaki- Binstein manifold.



0.3 Overview

We give a more detailed description of our paper.

Section 1. We start with the definition of Sasakian manifolds, introduce the main
objects and collect some basic properties and equivalent characterizations. We define
Eta-Einstein manifolds and discuss their connection to the Ricci curvature of the cone
and to the Ricci curvature of the transversal metric g| H M. In Section 1.2 we transport
the standard operators of Kéhler manifolds, i.e. the interior product A and exterior
product L with the Kéahler form and the action of the complex structure on forms, to
Sasakian manifolds, where we replace the Kéhler form with the Sasakian form w = %dn.
We compute the commutators between L, A and d,d and decompose differential forms
into horizontal and vertical forms. This induces a decomposition of all R-linear operators
on Q*(M) into four R-linear operators on Q*(H ), which we make explicit for the exterior
differentials d and § as well as the Levi-Civita connection and the Laplace operator.
After that we discuss the eigenforms and eigenvalues of the Sasakian endomorphism ¢
on Qf (M), which leads us to the Dolbeault operators 0,0,0%,0" and to the Laplace
operators Ay and Ayz. At the end of Section 1 we discuss a certain class of metric
connections on M, calculate their curvature and study their parallel forms.

Section 2. The second section is about the curvature tensor of a Sasakian mani-
fold. After explicitly calculating the symmetries of R with respect to ¢, in particu-
lar R(¢X,Y) + R(X,¢Y) and [¢p, R(X,Y)], we use the curvature tensor to show that
Sasakian manifolds do not admit any parallel forms and therefore have to be irreducible.
We calculate several contractions of R, before we introduce the Sasakian curvature ten-
sor A, which is essentially the curvature tensor of the cone. We reformulate all results
for R in terms of A and show that A is much better adjusted to the Sasakian structure:
It maps horizontal forms to horizontal forms, vertical forms to vertical forms and (p, q)-
forms to (p, q)-forms because of [A(X,Y),nA] = [A(X,Y),€1] = [A(X,Y),¢p] = 0.
Then we use the symmetries of A and the fact that VA = VR holds to determine
the symmetries of VR. As a consequence we see that R is completely determines by
V R. We conclude this section with the proof that the Ricci form of Sasakian manifolds,
p(X,Y) =ric(¢pX,Y), is closed.

Section 3. In Section 3 we recall the definition and some properties of conformal Killing
forms on arbitrary Riemannian manifolds. All results we state play an important rolein
our investigation of conformal Killing forms on Sasakian manifolds. We analyse the so-
called curvature condition for conformal Killing forms and combine it with the properties
of the curvature tensor of a Sasakian manifold we derived in Section 2. We see that the
curvature condition imposes strong restrictions on conformal Killing forms, which leads
to the splitting of conformal Killing forms in Killing forms and *-Killing form. Due
to the splitting we reduce our discussion to Killing forms. Using again the curvature
condition we show that for every Killing p-form the form L’ga + (p — 1)%0 is a special
Killing form, which allows us to further reduce the problem to Killing forms ¢ with
Leo = i(p—1)o. We use this eigenvalue equation and decompose ¢ in its (p, g)-parts,
where we obtain o € Q0 ¢ QP—11) @y A QP19 and find that o is determined by the
(p — 1)-form & Jo. The last part of this section contains the investigation of horizontal
and vertical conformal Killing forms as well as conformal Killing forms on Einstein and
Eta-Einstein manifolds and normal conformal Killing forms. In all these special cases
we use the curvature properties we obtained before and are able to classify conformal



Killing forms up to special Killing and special #-Killing forms.

0.4 Notation and conventions

Let (M, g) be a Riemannian manifold.

The Levi-Civita connection of the metric g is denoted by V, and {e;} is always
a local orthonormal frame. The Ricci curvature, considered as (2,0)-tensor, will be
denoted by ric, while we write Ric for the corresponding endomorphism.

The set of complex valued differential forms is defined as QF (M) := Q* (M )+iQ2*(M).

For any tangent vector v € T, M we define v* € T M by v* = g(v,-). Conversely,
if « € T; M is a tangent covector we define oy € T, M by g(c,-) = . Obviously these
two operations are inverse to each other, i.e. (v*); = v and (ay)* = a.

We extend every endomorphism field F' € I'(End(T'M)) to a fibre-wise derivation
Fy : QP(M) — QP (M)
via
(Foo)(X1,.... Xp) ==Y a(X1,....FX;,..., Xp).

The local expression of Fy, is given by

FD:—Zef/\FeiJ :—Z(Fadei)*/\eiJ.

Note that we choose this sign convention since differential operators are extended in the
same way and the relations between differential operators and endomorphisms stay the
same after the extension. For example, if £ € I'(T'M) is any vector field with covariant
derivative ¢ := V& € I'(End(T'M)), the Lie derivative L¢ is given by

L X =[X]=VX-Vx{=(Ve—09)X,

thus L = Ve — ¢. After extending to operators on (M) we still have L = V¢ — ¢p.
Another example is the extension of the Riemannian curvature tensor R(X,Y): We can
extend it to a derivation of APT*M directly by R(X,Y)a = VxVy —VyVx —V|xy) or
by using the method described above. Using our convention, both ways give the same
object R(X,Y) : QP(M) — QP(M).

For the extension of F' € I'(End(T'M)) as a derivation on Q!(M) is characterized by
FoX* = —(F*X)*

and
FD(CK/\ﬂ) :FDa/\ﬂ‘f—O[/\FD/B,

and the compatibility with the interior product is given by

Fy(alB)=—Faif+ aiFpp.

We mention two special cases:



o If I is self-adjoint, then FpX* = —(FX)*. An example is the extension of the
Ricci curvature, where we have Ricp(X*) = —Ric(X)*.

o If F'is skew-adjoint, then F, X* = (FX)*. In this case we write F, X* = F X* with
a slight abuse of notation. Here important examples are given by the Riemannian
curvature tensor R(X,Y), i.e. we have R(X,Y)pZ* = R(X,Y)Z*, and the co-
variant derivative ¢ = V¢ of any Killing vector field &, i.e. we have ¢p X* = ¢ X*.

Every 2-form « € Q*(M) acts on TM via the metric by

ae X = (XJ(X)ﬁ,

or equivalently
glae XY) = a(X,Y).

Thus « defines an endomorphism field on M. We extend this endomorphism field as
described above and obtain an action

ae : QP(M) — QP(M).
In the special case where @« = X* A Y* we have a direct formula for ce:
ae=Y"ANX1 —-X"ANY J.

In particular we have the following expression which we use frequently on Sasakian
manifolds:
(X*ANY e Z=9g(X,2)Y —g(Y,2)X.



1 Sasakian manifolds

1.1 Definition and properties

In this section we collect some equivalent definitions of Sasakian manifolds and introduce
the most important objects like the corresponding 2-form w = %dn and the bundle of
horizontal vectors HM = ker(n). The material is well covered in the literature, as
references may serve [B02], [BGO8] and [FOWO09).

Definition 1.1.1. Let (M, g) be a Riemannian manifold. A vector field & € T(T'M) is
called a Sasakian structure on (M, g) if the Riemannian cone (C(M),gc) = (M x
R, r2g 4+ dr?) is a Kdhler manifold with Kdhler form %d(r2§*), where r is the radial
coordinate. In this case the triple (M, g,&) is called a Sasakian manifold.

The following theorem contains some well-known equivalent characterizations of
Sasakian manifolds.

Theorem 1.1.2. Let (M,g) be a Riemannian manifold and § € T'(TM) any vector
field. Then the following statements are equivalent.

(i) € is a Sasakian structure.

(ii) There exist a 1-form n € QY (M) and an endomorphism field ¢ € T'(End(TM))
satisfying

e n(§) =1,
o ¢*X =X +n(X)§,
o g(0X,Y) = 3dn(X,Y),
° [¢.¢] =dn®¢
for all vector fields X and Y, where [¢, ¢] denotes the Nijenhuis tensor.
(iii) & is a unit Killing vector field and satisfies
for all vector fields X and Y .

(i) & is a unit Killing vector field such that the endomorphism field ¢ € T'(End(T'M)),
defined by ¢ X := Vx&, satisfies

(Vx@)Y = (& AN X")e =g(&, V)X —g(X,Y)¢
for all vector fields X and Y.
(v) € is a unit Killing vector field and satisfies
Vx(d&") =28 N X*

for all vector fields X.



The standard examples of Sasakian manifolds are the odd-dimensional spheres S?™+1
with cone C(M) = C?™*+2\ {0}. The euclidean space R?™*1 with the flat metric is not a
Sasakian manifold because it does not satisfy (iii) of the previous theorem. However, if
we equip R¥™ 1 with its (scaled) standard contact form n = $dz — 1 3" y;dz; and define
a Riemannian metric by g =n® n + % S (dz? + dy?), then (R?™FL g, nt) is a Sasakian
manifold (see [B02]). Other examples can be constructed as principal S!'-bundles over
Kéhler manifolds, the construction is described in [B02].

We summarize the main objects on Sasakian manifolds in the following definition.
Note that this definition is consistent with the notation used in the previous theorem.

Definition 1.1.3. Let (M, g,&) be a Sasakian manifold in the sense of Definition 1.1.1.
We define a 1-form n € QY(M), an endomorphism field ¢ € T'(End(TM)) and a 2-form
w € Q3(M) on M by

L4 TI(X) = g(f,X),
o ¢X = V¢,
o W(X,Y):=g(¢X,Y) = 3(dg*)(X,Y)

for all vector fields X and Y. We call ¢ the Sasakian endomorphism and w the
Sasakian 2-form associated to the Sasakian structure . The vectors in ker(n) are
called horizontal and we write HM := ker(n).

The next proposition contains a collection of some of the well-known properties of
Sasakian manifolds.

Proposition 1.1.4. Let (M, g,&) be n-dimensional Sasakian manifold.
e (M,n) is a contact manifold with Reeb vector field €.

e The Sasakian endomorphism ¢ has constant rank n — 1 and we have ker(¢) = (§)
and im(¢) = ker(n) = HM.

o The tangent bundle TM of M splits orthogonally in

T™M = HM o (¢,
X = —¢’X + (X

o ¢ is an almost complex structure on HM .

o The Ricci tensor satisfies Ric(§) = (n—1)§, or equivalently ric(X, &) = (n—1)n(X).
o FEvery parallel form on M has to vanish.

o M is irreducible.

o If M is symmetric, then R(X,Y) = —-X*AY™.

Since we have ¢? = —id on HM we may decompose the complexified contact struc-
ture HMc = HT @ H~, where H* denotes the eigenspace of ¢ with eigenvalue +i. The
decomposition is given explicitly by U = Ut 4+ U~ with UT = %(U FioU).



An important subclass of Sasakian manifolds are of course Sasaki-Einstein manifolds.
If (M,g,§) is a Sasaki-Einstein manifold with Ric = Aid, then necessarily we have
A = n—1 since Ric(§) = (n—1)£. Thus the cone of a Sasaki-Einstein manifold is Kéhler
and Ricci-flat, i.e. a Calabi-Yau manifold.

Another important subclass of Sasakian manifolds is defined in the following defin-
ition.

Definition 1.1.5. A Sasakian manifold (M, g,&) is called Eta-Einstein if there exist
constants c1,co € R such that

Ric = c1id + con ® .

A strictly Eta-FEinstein manifold is an Eta-Finstein manifold which is not Einstein,
i.e. ca #0.

From Ric(§) = (n — 1)§ we obtain n — 1 = ¢; + ¢, thus we may rewrite the Eta-
Einstein condition as

Ric — (n — 1)id = ¢ - ¢°.

The relevance of Eta-Einstein manifolds is given by the following fact: If M is a regular
Sasakian manifold, then M is Eta-Einstein if and only if the quotient space M /¢ is an
Einstein manifold. More generally, a Sasakian manifold is Eta-Einstein if the restricted
metric g7 = g|HM is an Einstein metric on HM.

1.2 Differential forms

1.2.1 Important operators

The Reeb vector field £ induces three natural operations on Q* (M), namely the interior
product with ¢, the exterior product with n and the Lie derivative L¢ in direction of &.
Likewise we have the interior and exterior product with the Sasakian form w and, since
w is a 2-form, we also have the action of w on QP (M).

All of the operators introduced here play a crucial role in our further work.

Definition 1.2.1. Let (M, g,&) be a Sasakian manifold. We define

L: QM) — QF2(M), a — wAa,
A: QP(M) — QP 2(M), a — waa,
¢p: PM) — QP(M), a — weq.

The local expressions of these operators are given by

L=3Y e Noeih,
A:%Zd)ei—’ei—lu
Go =D def Neia = deia(ef ).

Definition 1.2.2. Let (M, g,&) be a Sasakian manifold. A differential form o € QP (M)
1s called

e horizontal if £ a =0,

e vertical if n Na =0,



e primitive if Aa =0,
e coprimitive if La = 0.

The set of all horizontal p-forms on M will be denoted by QP (H).

Like on Kéahler manifolds we have the following important commutator relation
between L and A, which implies the injectivity of L and A on certain degrees.

Proposition 1.2.3. Let (M, g,§) be a (2m + 1)-dimensional Sasakian manifold. Then
we have

[L,A] = (deg —m)id —n A& 1.
Proof. Let a € QP(M). Then we have
4LAa = Zef N pe; N dej iej i

= — Zef A gej s (pe; Nejaa) + Zg(gbei,qbej)ef Nejao
= Zef N gejae; s (de; Na) + 2Zg(¢ei,¢ej)ef Nejaa
== deja(ef Aeja(gef Aa))

+2 Zg(qf)ei, dejle; Nejaa— Zg(gbei, pejlej o (ef N a)
= Z¢ej46j_| (eX N\ de; N )

+2 g(ges, dej)e; Nejaa—2 gldei, dejlej o (€ Aa)
=4ALa +4 Zg(qﬁei, pejle; Nejaa—2 Zg(gbei, pe;)a
=4ALa +4 Z(g(ei, e;) —n(ei)n(ej))e; Nejso—2 Z (9(esei) —n(es)?)
=4ALa+4) e Nejoa—AnALaa—202m+1- o
=4ALa+4(p—m)a—4AnNE sa. O

Proposition 1.2.4. Let (M, g,€) be a (2m + 1)-dimensional Sasakian manifold. Then
L : QP(M) — QPT2(M) is injective for p < m — 1 and A : QP(M) — QP=2(M) is
ijective for p > m + 2.

Proof. First we show that it suffices to prove the injectivity of L on horizontal forms
OP(H)forp<m—1. Let a =3+nA~vy € QP(M) with 8 € QP(H) and v € QP~1(H).
Since L commutes with nA, we have La = L3 +nA Lv, and since L commutes with £ J,
Lj3 and L+ are again horizontal. Therefore, if La =0 we get L3 =0 and Ly =0. If L
is injective on QP(H) and on QP~1(H), we can conclude 3 = 0 and ~ = 0, thus a = 0.

Let 5 € QP(H) be in the kernel of L and let p < m — 1. The main tool to prove that
[ has to vanish will be the commutator relation

[LF,A] = k(deg —m +k — 1) LF Y+ kn A g L
which simplifies to

[L*, A] = k(deg —m + k — 1) LF! (1.2.1)
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on horizontal forms. This formula implies

LFARB = a3 (1.2.2)
with
k
ak:k!H(p—m—z'—i—l)
i=1

for all £ > 1. To see this we use induction on k. For £ = 1 this is immediately clear by
(1.2.1). Assuming (1.2.2) holds for a given k, we get

LkJrlAkJrl/B _ Lk+1AAkﬂ _ (ALk+1 + [LkJrl,A])Akﬂ
= ALL*A*B 4+ (k4 1)((p — 2k) — m + (k+ 1) — 1)L*A*
=arALG+ (k+1)(p —m — k)af
= ag+15.
The coefficients a; are all different from zero: Otherwise there exists an ¢ > 1 such that

p—m —t+ 1 =0, which is impossible since p < m — 1. By choosing k with p — 2k < 0
we get A¥3 =0, thus = iLkAkﬁ = 0.

We use the same argumentation to show that A is injective on QP(M) for p > m+2.
Again it suffices to check the situation on QP(H) and QP~!(H), thus we need to show
that A is injective on QP(H) for all p > m + 1. For § € QP(H) with A = 0 we find

APLFB = apf
with
k
ak:k!H(m—p—i—i—l)
i=1

for all k£ > 1. Choosing k big enough yields L*3 = 0, thus 3 = 0 since again all a;, are
different from zero because of p > m + 1. O

On Kéhler manifolds with complex structure J and Levi-Civita connection V the
conjugate differentials d° and ¢¢ are locally given by d° = > Jel A V., and §¢ =
— > Je; 1Ve,. We transfer this definition to Sasakian manifolds.

Definition 1.2.5. Let (M, g,&) be a Sasakian manifold. We define the operators d€ :
OP(M) — QPTY(M) and 5¢ : QP (M) — QP~Y(M) by
d° = que;‘ A Ve,
8%:==> ¢ei Ve,
These operators do not have a direct geometric meaning on Sasakian manifolds: For
example we have (d°)? = —2LL¢ +n A d° # 0, and the formal adjoint of d° is not §¢ but
0¢ 4 (n — 1) . But their projection onto their horizontal parts induces the conjugate

differentials of the underlying transversal Kéhler structure, cf Section 1.3. They turn
out to be very useful when calculating commutator relations like [¢p, d] and [L, J]:
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Proposition 1.2.6. Let (M, g,&) be a n-dimensional Sasakian manifold. Then we have
[L,d] =0, [A,d] = =6 — (deg —1)¢ 4, [¢p,d] = d° — degnA,
[L,(S] :dc_(n_deg_1>n/\7 [Avé] :07 [¢D75] =6+ (n—deg)fJ.

Proof. These relations follow from straightforward computations using Vxw = n A X*.
We only demonstrate the calculation for [L, ], where for all o € QP(M) we have

(SLOCI—Z€7;JV€I.(W/\OZ>
:—Zei_l (Ve,w Aa+w A Ve, a)
:Zei_: (e;‘/\n/\a)—quef/\veia—w/\Zei_nVeia
=Léa—da+(n—p—1)nAa. O

Next we discuss the anticommutator relations between d, § and d€¢, §¢, which will be used
in Section 2.1 in order to study the symmetries of the Riemannian curvature tensor.
Proposition 1.2.7. Let (M, g,&) be a n-dimensional Sasakian manifold. Then we have
{d,d} =npANd+2deg L, {0,d°y =nAé—(n—deg—1)Lg,
{d, 0} = = 2d — (deg —1)L¢, {6,0°} = =€ 10 — 2(n — deg)A.

The formal adjoints of d° and 0¢ are given by
(d)" =6+ (n—1)¢ 1,
(0) =d°+(n—1)nA.
Proof. Let a € QP(M). Using Proposition 1.2.6 yields
dd°a + d°da = d([¢p, d] + pnA)a + ([¢p, d] + (p + 1) nA) dor

=pdinANa)+ (p+1)nAda
=nAda+2pLa,

do‘a+ 0°da = d(—[A,d] — (p— 1€ )a+ (—[A,d] —p& 1)da
=—(p—1)d(§10) —p§ada
= —¢ada— (p—1)Lea,

dd°a+d°a = 6([L,0)+ (n—p— 1)nAN)a+ ([L, 6]+ (n— (p— 1) — 1)nA)da
=(n—p—1)6(nAa)+(n—pnAda
=nAda—(n—p—1)Lea,

66a + 6°6a = 0([¢, 0] — (n — p)§ v )a+ ([¢,0] — (n — (p— 1)) 1)dcx
=—(n—p)d(§aa) = (n—p+1)§éa
= —¢10a —2(n — p)Aa.

To determine the formal adjoint of d¢, let o/ € QP~1(M) and let o and o’ be compactly
supported. Then we obtain

/M (@) ar, o/ Jvol = / o(a, d°a/Yvol

M
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= [ gta 6ol + (p = D ol
= [ alléndla+ (p = D¢ 00wl
= /M g(6¢a+ (n—1)¢ sa, o )vol.
The calculation for (6¢)* is analogous. O
In order to decompose d,§,d¢, 6¢ and A into their horizontal and vertical part, cf

Section 1.2.2, we need the (anti-)commutators between d, 4, d®,§¢ and A on one hand
and nA, & 2 on the other hand.

Lemma 1.2.8. Let (M, g,§) be a n-dimensional Sasakian manifold. Then we have

{nn,d} = 2L, {€1,d} = L,

{nA, 0} = —Le, {€.,6}=2A

MA, A] = 2d° — 2(n — deg —1)nA, (€1, A] = —20° — 2(deg —1)¢ 1,
{nn,d°} =0, {£€.,d°} =deg-id—n A&,
{77/\a5c}:—(n—deg—l)id—n/\fJ, {ng(SC}:O'

Proof. Let a € QP(M). Since d is an antiderivation we clearly have
dnNa)=dnpANa—nANda=2La—nAda,
which yields
2N =2L" = {nA,d} = {£ 4,6}
Cartan’s formula states {{ 1, d} = L¢, and we have
{nn, 0y ={§a,d}" = L¢ = —Le,
where we used the fact that £ is a Killing vector field. Because of A = {d,d} we obtain
(A, A = [nA,{d, 6}]
= [{nn.d}, 0]+ [{nA, 0}, d]
= 2[L, 8] — [L¢, d]
=2d°—2(n—deg—1)nA.
The relation d® = [¢p, d] + deg nA yields
{nA, d} = {nA, [¢o, d]}
= {[nA, ¢}, d} — {nA, d}, ¢o]
= —2[L, ¢p]
=0,
and from 0¢ = [¢p, 0] — (n — deg)& 4 we obtain
{n/. 0%} = {nA, [do, 0} = {nA, (n — deg)§ 1}
={ln, ¢, 6} — {nn, 6}, ¢p] — (n — deg —1) -id = A &4
= [Le éw) — (n— deg —1) -id =y A€
=—(n—deg—1)-id—nA&..
The formulas for [§ 5, A],{{ 1,d°} and {£ 1, ¢} follow similarly. O
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1.2.2 Horizontal and vertical Forms

The interior product between vector fields and differential forms is an antiderivation,
i.e. it satisfies

X 4 (Oq A 042) = (X _IOQ) N ag + (_1)deg(a1)a1 VAN (X _1042)

for all vector fields X and differential forms «; and as. In the special case of a Sasakian
manifold we choose X = ¢ and oy = n to get

ar=Ea(mAag) +nA(Eoan) € QP(H) @y AQPH(H)
because of £ u1n = g(§,&) = 1. This leads us to the following definition.
Definition 1.2.9. For all a« € QP(M) we call
o hia):=¢6.(nNa) € QP(H) the horizontal part of a,
e v(a):=¢sa € WPL(H) the vertical part of .
For a vector field X we define h(X) := —¢*X and v(X) := n(X).

Note that the vertical part of a form is always horizontal and that we have h(X*) =
h(X)*. Due to this definition we can decompose every form o € QP(M) into

a=h(a) +nAv(a),

which allows us to identify QP (M) with QP(H)®QP~(H). For a p-form B+nAy € QP(M)
with 8 € QP(H) and v € QP~Y(H) we write

By _
(’y ) =0+nAn.

Every R-linear mapping F': Q*(M) — Q*(M) can be represented by a (2 x 2)-matrix
whose entries are R-linear mappings Q*(H) — Q*(H), i.e.

(P R
P=(h 5 )
which is equivalent to

F(B+nAy)=Ff+ Fy+nA(F38+ Fyy) € Q"(H)®nAQ(H).

We are especially interested in F' € {d,J,d, 0, Vx,A}. In order to decompose these
operators, we need the following definition.

Definition 1.2.10. Let (M,g,&) be a Sasakian manifold. We define the horizontal
differential
dy : QP(H) — QPTH(H)

by
dy :="hod|QP(H).

The operators 0gr, d§; and 8% arise from 0, d° and 6¢ in the same manner. The Sasakian
connection D is defined by

and the horizontal Laplace operator Ay : QP(H) — QP(H) is given by
Ag :=dygdg + dgdy.
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Remark. Note that the Sasakian connection is the horizontal projection of the
Levi-Civita connection when acting an horizontal vector fields, extended trivially on
the Sasakian structure &:

DU =h(VU) and DE=0

for all horizontal vector fields U.

Proposition 1.2.11. Let (M, g,&) be a Sasakian manifold. According to the identifi-
cation
QP (M) = QF(H) @ QP (H)

d— dg 2L 5— om  —L¢
C\ Ly —dy )’ -\ 2N by )’
g — d%y 0 56 — 04 —(n —deg)id
deg-id —df; )’ 0 —0%; ’

v Dx XA
X~ \ —9x. Dx )

we have

A [ An— (L) +A4LA —2d5;
- —26%, A — (Le)> +4AL )

Proof. Let a = B+n Ay € QP(M) = QP(H) +n A QP (H) be any p-form. The
anticommutator relations {£ 1, d} = L¢ and {nA,d} = 2L yield

da=d(B+nN7)
=df + 2Ly —nNdy
=h(dB) + n Av(dB) + 2Ly —n Ah(dv)
=dgB+nANELdB+ 20y —nAdgy
=duf+2Ly+n A (Lef —duy),

whereas from {nA,d} = —L¢ and {{ 1,0} = 2A we get

b =0(B+nA7)
=083 —Ley—n Aoy
=h(08) +nAv(68) — Ley —n Ah(67)
=0aB+nNEL00 — Ly —n A duy
=0 — Lev+n A (2A8 —0r).

The other statements of the proposition follow similarly. O
If the Sasakian manifold is regular, an important class of differential forms on M

is given by those which are the pull-back of forms of the Kéhler quotient space M/¢.
This condition is fulfilled for a form « if and only if it is horizontal and constant along
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the flowlines of &, in other words, { sa = 0 and L¢a = { 1da = 0. This motivates the
following definition.

Definition 1.2.12. Let (M, g,&) be a Sasakian manifold. A form o € Q*(M) is called
basic if both o and da are horizontal. The subspace of QP (M) consisting of basic forms
is denoted by Q5 (H).

1.2.3 Eigenvalues of ¢, and (p, ¢)-forms

In this section we discuss the eigenvalue equation
Ppa = A
with o € QF(M) and X € C.
Proposition 1.2.13. Let (M, g,£) be a (2m + 1)-dimensional Sasakian manifold and
o € Q(IE(H) an eigenform of ¢p with eigenvalue A € C, i.e. we have
Ppa = A

with o # 0. Then « is either horizontal or vertical.

o If o is a horizontal k-form, then \ = i(q — p) with p,q € Z, 0 < p,q < m and

p+q==k.
o If a is a vertical k-form, then A\ = i(q — p) with p,q € Z, 0 < p,q < m and
p+qg=k—1.
Proof. We decompose a = h(a)) + 17 A v(a) and obtain
¢ph(ar) = Ah(a),
dpv(a) = Av(a).

From complex Linear Algebra we know that for all x € M the eigenvalues of ¢, on
AR(H?M) are given by X\ = i(q — p) with p,q € Z, 0 < p,q¢ < m and p + ¢ = k because
¢ is a complex structure on the real 2m-dimensional vector space H,M. Assuming
that both h(a) and v(«) do not vanish we have A = i(¢ —p) =i(¢ —p') withp+qg =%
and p’'+¢ = k—1 since h(a) is a k- and v(«) is a (k —1)-form. We obtain 2p = 2p’ +1,
which is a contradiction. Thus we have h(a) = 0 or v(a) = 0. If v is a horizontal form

we obtain A = i(q — p) with p+ ¢ = k, and if « is vertical we obtain A\ = i(q — p) with
p+q=k—1 O

This proposition leads us to the following definition.

Definition 1.2.14. Let (M, g,£) be a (2m + 1)-dimensional Sasakian manifold. We
define the spaces AP0 (HXM) for all x € M and for p,q € Z with 0 < p,q <m by

APD(HIM) := {a € APH (HIM) | épa = i(g = p)a}.

The set of sections in APD(H*M) is denoted by QP9 (H) :=T (A(p”) (H*M)), and the
elements in QP9 (H) are called (p, q)-forms.

Since ¢, is a skew-adjoint endomorphism of A¥ (H* M) we can decompose A (H* M)
into the eigenspaces of ¢p, which leads us to

k(M) =| @ o»)HE) |enn| P aPV(H)
p+q=k p+q=k—1
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1.3 Dolbeault operators

In this section we will first give local expressions for dy, oy, dj; and 07, which allow us
to introduce the Dolbeault operators 0,0,9" and 9* on a Sasakian manifold. Then we
investigate the relation between the horizontal Laplace operator

Ag =dgdg +opdy
and the Dolbeault-Laplace operators
Ay := 00" + 070, Ay = 90* + 9*0.

It turns out that the Kéhler relation Ay = 2As = 2A5 only is guaranteed on basic
forms, thus is not true in general. Nevertheless we are able to determine the difference
explicitly.

Proposition 1.3.1. Let (M, g,&) be a Sasakian manifold. If { f;} is a local orthonormal
basis of HM , then

(Z) dHZZf;/\ij, d%zzaﬁf;/\ij,
(ii) 5H:—ij_|Df]., 6%{:_Z¢fj—’ij'
Proof. Let 5 € Q*(H). By definition we have
DyB=&3(nAVyp) and dg =& (nAdp).

Since {¢, f;} is a local orthonormal basis of HM we can express d as

d=Y _fi AV +nAVe,

thus
dnB =5 (nA (X f; AV5B+0AVeB))
== nEMAVEB+ Y AEL (nAVB)
- Z i NDy; B
The proofs of the other expressions are similar. O

Recall that we defined U+ = %(U Fi¢U) for every horizontal tangent vector U.

Definition 1.3.2. Let (M, g,&) be a Sasakian manifold and {f;} a local orthonormal
basis of HM. We define

8,0: QL(H) — QYFY(H)  and 9%, : QL(H) — Q7 '(H)
as
8::Z(fj'7)*/\ija E:ZZ(fjJr)*/\ija
o* ::—ij__lij, o* ::—ij__lij.
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Proposition 1.3.3. Let (M, g,&) be a Sasakian manifold. Then we have

< — _i(0—d), 56 = i(0° — 8%),

and the restriction of 9,0,0* and 0* to (p,q)-forms leads to

9 : QPO (H) — QP19 (H), o* : QPO (H) — QP19 (H),
d: QPO (H) — QP (F), d* - QPO () — QP (H).

Proof. The first part is obvious in view of Proposition 1.3.1. The second part follows
from the following facts:

e For every U € HM the vector U™ is an eigenvector of ¢ with eigenvalue i, thus

(UHY*A: QPO (H) — QP (), Ut L : QP9 (H) — Q=19(H).

e For every U € HM the vector U~ is an eigenvector of ¢ with eigenvalue —i, thus

(U)A: QPD(H) — QeHLad(m7), UL QPO (H) — QP Y(H).

Together with the fact that D commutes with ¢, on Q*(H), this finishes the proof.
O

Unfortunately, the operators di and ép do not square to zero on Q*(H), as we see
in the next proposition. Nevertheless we still have 9% = 92 = 0.

Proposition 1.3.4. Let (M, g,&) be a Sasakian manifold. Then we have
df; = —2LL¢, O3 = 2ALy;

i particular

Q
)
Il
=

9% =0, {0,0} = —2LL,
(0%)* =0, (0*)* =0, {0%,0°} = 2AL¢.

Proof. Let 3 € QW9 (H). Because of

0B+ 0B =duf =dB —n A Lef

and
OB+ 0* B =6 =068—-2nANAB
we get
*B+{0,0}B + 0°8 = (0 + 0)*

= d}f3
= d*B—d(n A Lef) —n A Led
= —2LL¢S

and

(0)28+{0", 9" }B + (9°)*B = (9" + 9")?
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= 040
=023 —26(n AAB) —2n A AGS
= 2AL¢f,

which yields all results via type comparison. O
Proposition 1.3.3 allows us to compute the commutator and anticommutator rela-
tions between ¢p, L, A, dg, 01, dSy, 0%,0,0,0" and 0*. A complete list can be found in

Appendix D. All relations are identical with the ones for the analogous operators on
Kéhler manifolds except for {0,0} and {0*,0"} as we just saw.

Since w is D-parallel, we get

AdpB=w1Y fiADyB

- Zf;/\w—’Dfiﬁ%'qufjJijﬂ
= fi ADg(waB) =58
= dyAB — 6% 0.

Restricting to (p, ¢)-forms immediately yields
[A, 0] =i0*, [A,0]=—i0*
because of dg = 0 + 0 and §% = i(0 — 0). This gives
(8.0%} = 90" + 0D
= id[A, 9] + i[A, 0]0
= i0AD — i0*A + iAO* — i0AD

=0
and similarly
{0, 5*} =0.
Thus on one hand it follows
Apg ={du,du}

={0+0,0" + 0%}

=1{0,0"} +1{0,0*} + {0,0"} + {0,0"} (1.3.1)

=Ap+ Ap,

and on the other hand we have
Ay = 00"+ 0%0
=id[A, 0] +i[A, 0]0
= i0AD — iOOA + iADO — iOAD
= iOAD + i00A — iADD — iOAD + iA{D,0} — i{0, 0} A
=i[0,A]0 +i0[0,A] — 20ALLe + 2iLAL¢
= 0"0 + 00" + 2iL¢[L, Al
= A5 —i(n—2deg—1)L¢,

where n denotes the dimension of M. This together with (1.3.1) yields the following
result.
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Theorem 1.3.5. Let (M, g,§) be a n-dimensional Sasakian manifold. Then we have
20y = Ag —i(n —2deg —1)L¢

and
2A5 = Apg +i(n — 2deg —1)L¢

on Q5 (H).

1.4 Adapted connections

Since every Sasakian manifold is a Riemannian manifold with a fixed metric we have
the Levi-Civita connection V. A key feature of Sasakian manifolds is that the natural
2-form w = %dn is not parallel. The bundle HM = ker(n) consisting of all horizontal
vectors behaves like the tangent bundle of a Kihler manifold with Kéhler form w| ker(n).
It is therefore natural to ask for connections V on M with Vw = 0. Examples are the
Levi-Civita connection V7 of the transversal Kihler metric g7 and the unique metric
connection V that has totally skewsymmetric torsion such that w is V-parallel. This
connection is described in [FI02]. Another example is given by the Sasakian connection
D introduced in Definition 1.2.10, which is essentially the projection of the Levi-Civita
connection on its horizontal part. These connections belong to 1-parameter family of
connections, whose members we call adapted connections.

Definition 1.4.1. Let (M, g, &) be a Sasakian manifold. An adapted connection V@
s a connection of the form

v = Dx + an(X)ep
with a € R.

Recall that the Sasakian connection D on M is defined as
Dx=Vx—(N¢pX7)e.
In this notation we have
D=vO  v=v®  vT'=vD

In the next proposition we calculate the torsion tensor and the curvature of V(%)

Proposition 1.4.2. Let (M, g,§) be a Sasakian manifold and V(@ an adapted connec-
tion. Then we have

v@g =0, vide =, v@e =0,
and the torsion tensor and the curvature tensor of V(@ are given by

TO(X,Y) = 2w(X,Y)¢ — (a+ 1)pR(X,Y)E,
RY(X,Y) = R(X,Y) + (R(X,Y)n An— dX* A pY*) @ +2aw(X,Y )¢p.

Proof. All claims are proven straightforwardly using the definition of V(@) as

VO = Vx — (A ¢X") @ +an(X)éo.
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We only demonstrate the parallelity of ¢,& and w with respect to V(@ where we have

(ViP9) (X,) = X(9(Y, 2)) = g(VxY = (n A 6X") o Y + an(X)6Y, 2)
— (Y, VxZ = (1A 6X") 0 Z + an(X)92)
= A PX*)Y, Z) — an(X)g(¢Y, Z)
+ (NN GX)(Z,Y) — an(X)g(Y, 62)
=0,

(V¥w) (X.¥) = X(@(¥, 2)) ~w(VxY = (nA6X") oY +an(X)sY. 2)

—w(V,VxZ+ (nAopX*) e Z +an(X)pZ)
= (Vxw)(Y,Z) +w((n A ¢X™) oY, Z) — an(X)w(¢Y, Z)
+w¥,(nNpX*) 0 Z) —an(X)w(Y,¢Z)
=AX)Y,Z) = (A oX™)(Y, 0Z)
+ (A 9X")(Z,9Y)
=n(Y)g(X,2) —=n(2)9(X,Y) —n(Z)g(¢X, Y ) + n(Z)g(¢X, ¢Y)
= 07

V¢ = Ve —n(€)oX
= 0. ]

If the manifold is regular, then the transversal connection V7' = V(=1 is the pullback
of the Levi-Civita connection of the quotient Kéhler manifold M /{. With Proposition
1.4.2 we determine the relation between the curvature tensor of M and the curvature
tensor of M/E.

Corollary 1.4.3. If (M, g,§) is a n-dimensional reqular Sasakian manifold, the curva-
ture tensor of the quotient Kahler manifold B = M /€ is determined by

Rp(TnpU, TrgV)TrpW = Trg(R(U, V)W
— w(U, W)V + w(V,W)pU — 2w(U, V)pW)

for all horizontal tangent vectors U,V,W on M, where mp : M — B denotes the
projection. The Ricci curvatures are related by

Ric?(TnpU) = Trp(Ric(U) 4 2U).

The Levi-Civita connection of a Sasakian manifold does not admit any non-trivial
parallel forms, while every adapted connection has w* and n A w* as parallel forms.
We conclude this section with the investigation of V(®)-parallel forms. A form is V(®-
parallel if and only if its horizontal and vertical part are V(@ _parallel. Therefore we
discuss only horizontal V(®-parallel forms.

Proposition 1.4.4. Let (M, g,&) be a (2m+ 1)-dimensional Sasakian manifold and let
V(@ be an adapted connection. Let 3 € QP(H) be a V(@ _parallel horizontal form. Then
the norm of 3 is constant on M. If p # m, then 3 is closed and V=Y -parallel. If
additionally a # —1 and p is even, then ¢p3 =0, and if p is odd, then 8 = 0.
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Proof. The key argument of our proof is that the forms ¢p3 and AS are again V(-
parallel and horizontal, thus all results for G automatically also hold for ¢ and AS.

From
VxB=¢X 1(nAB)—an(X)enp,
we obtain
X (181%) = 29(Vx ., 8)
= 29(¢X 2 (n A B),B) — 2an(X)g(onp, 3)
=29(8,—¢pX" NELP)
and
A=Y e; AV.,f
=> efngeia(mAB)—a) nlee A¢of
= —(a+1)n A ¢pp.
If a = —1, then [ is closed. In the remainder of the proof we assume a # —1. Since dg

and d¢p 8 are vertical we get

0= L5
= —d(n A ¢pp)
= —2L¢pB +n N dépf
= —2Lopp,

i.e. LopB = 0. Since A3 is a V(@-parallel horizontal form we also have LA¢pa = 0.
Then the commutator relation [L,A] = (deg —m)id — n A § o yields (p — m)¢pf = 0,
thus ¢p = 0 for p # m. This implies df = 0 and V(=13 = 0. O

We have the following two Corollaries.

Corollary 1.4.5. Let (M, g,&) be a (2m + 1)-dimensional Sasakian manifold. Then all
adapted connections V@ with a =% 1 have the same parallel p-forms for p # m.

Corollary 1.4.6. Let (M, g,§) be a regular (2m + 1)-dimensional Sasakian manifold.
Let B = M/ be the quotient Kdihler manifold and mg : M — B be the projection. Let
p #=m and B be a parallel p-form of an adapted connection. Then there exists a parallel
p-form 3" on (B, gg) such that § = n}['.
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2 Curvature of Sasakian manifolds

In this section we will prove several identities concerning the curvature tensor R of a
Sasakian manifold (M, g,€). It turns out that it is much more convenient to replace the

Riemannian curvature tensor R by a new tensor A defined by

AX,Y)Z :=R(X,Y)Z+g(X,2)Y — g(YV, 2)X,= (R(X,Y) + (X* NY*)e)Z

which we call the Sasakian curvature tensor. After calculating the behaviour of R
under various natural operations concerning the Sasakian structure, we reformulate all

identities for R we obtained so far in terms of the Sasakian curvature tensor A.

2.1 Riemannian curvature tensor
Proposition 2.1.1. Let (M, g,&) be a Sasakian manifold. Then we have
(1) R(X,Y)w = ¢p(X* AY7),
(i) [R(X,Y), ¢p] = ¢ (X" AY™)e,
(iii) R(¢pX,9Y)=R(X,Y)+ (X*ANY* —pX* N pY™)e,
R(¢X,Y)+ R(X,9Y) = —¢p(X* AY™)e,
(iv) R(pX,¢Y,Z, W)= R(X,Y,pZ, ¢W)
for all vector fields X,Y,Z and W on M.
Proof. To calculate R(X,Y )w we use
Vxw=nAX",
which yields
RX,Y)w=Vx(nAY")=Vy(nANX*) —n AN [X, Y]
=X " ANY" — Y NX*
= ¢p(XTAY™).

To verify (ii) and (iii) it suffices to check them on vector fields, where we have

9([R(X,Y), 9|2, W) = —g(¢Z, R(X, )W) + g(R(X,Y)Z, oW)
= —w(Z, R(X,Y)W) +w(W,R(X,Y)Z)
= (R(X,Y)w)(Z, W)
= (¢o(XTAY))(Z, W)
= 9(¢p(XTAYT) 0 Z, W)

and

9(R(¢X,0Y)Z, W) = g(R(Z,W)$ X, ¢Y)

((R(Z,W)X),0Y) + g([R(Z, W), $] X, ¢Y)

9(R(Z,W)X,Y) —n(R(Z, W)X )n(Y)
+9((dp(Z" ANWT)) 0 X, 6Y)

= g(R(X,Y)Z, W) + n(

g
=g
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+9(¢Z, X)g(¢Y, W) — g(X, W)g(¢Y, $Z)
+9(X, Z)g(9Y, oW) — g(X, oW )g(¢Y, Z)
g Y)Z +9(X,2)Y —g(Y.Z)X, W)
+9(9(Y, 2)pX — g(¢ X, Z)pY, W)
g Y)Z+(X*AY" — X ANPY™) e Z,W).
We replace Y by ¢Y to obtain
R(¢X,¢Y) = R(X,Y) + (X* A gY* — 9X* N ¢*Y")e,

which is equivalent to

R(¢X,Y) + R(X,0Y) = =p(X"AY") e +n(Y)R(¢X, ) + n(Y) (¢ X" A1)e
=—¢(X"ANY")e.

The last statement also follows from (iii):
R(¢X,0Y, Z, W) =g(R(X,Y)Z, W)+ g(X*ANY" — X " NopY") e Z, W)

—9(¢X, 2)g(0Y, W) + g(oY, Z)g(p X, W)
= g(R(Z7 W)Xa Y) + g(ZvX)g<W7Y) - g(Z7Y)g(W7X)

—9(02, X)g(W,Y) + g(62,Y)g (oW, X)
= g(R(Z.W)X,Y) + g(Z* N\W* — $Z* A pW*) ¢ X,Y)
= R(¢Z,¢W, X,Y)
= R(X,Y,¢Z,¢W). O

Next we show [Ric, ¢] = 0, which we need to introduce the Ricci form p.
Corollary 2.1.2. Let (M, g,&) be a Sasakian manifold. Then we have
[Ric, ¢] = 0.

Proof. Let X € TM. With (ii) and (iii) from Proposition 2.1.1 we calculate

Ric(¢X) = Y R(¢X, e:)e;
= Y R(X, dei)e;i — > dn(X*Ael) o e
=Y R(X,ei)pe; — Y on(X* Aef)oes
=D (R e)ei) + D do (X Nej)oei— Y do(X*Ne])we;
— G(Ric(X)).

Definition 2.1.3. Let (M, g,&) be a Sasakian manifold. We define the Ricci form p
by
p(X,Y) = w(Ric(X),Y) =ric(pX,Y).

Remark. Another way to express this 2-form is by p = —%RicD (w) or by its action on
vector fields, which is given by pe X = Ric(¢X). As in the Kéhler case we have dp = 0,
which we will prove later using the Sasakian curvature tensor.
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Proposition 2.1.4. Let (M, g,&) be a n-dimensional Sasakian manifold. Then we have

ZR(X, ei)pe; =pe X —(n—2)pX

for all vector fields X on M and

> R(ei, gei) = —2p @ +2(n — 2)ép,
Z v(j)el,el pe—(n—2)¢p,
Y Viise =—pet(n—2)dp

on Q*(M).

Proof. We prove the first claim directly with Proposition 2.1.1:

Z R(X,e;)pe; = — ZR(X, peie;
= R(¢X, e)e;
+> (90X, ei)es — glei e)dX + g(X, e)pe; — g(dei, €) X)
= Ric(¢X) — (n — 2)¢X.

It suffices to check the second identity on vector fields. Because of the first Bianchi
identity

> R(ei, ¢ei)X = =Y R(dei, X)e; — Y R(X, e5)de;
== *2ZR X,ei d)ei
=—2pe X +2(n—2)pX

holds for every vector field X on M. The last two identities follow directly since
D Voerer == 2 Veiser O

Definition 2.1.5. Let (M, g) be a Riemannian manifold with curvature tensor R. We
define the following operators on Q*(M):

RT(X):=) el AR(X,e;),
N X = Zei—‘RX ei

q(R) Z€ZJR i) = Ze A R™(e;).

Remark. The operators R™ and R~ appear in many equations concerning conformal
Killing forms, and ¢(R) is the curvature endomorphism from the classical Weitzenbock
formula

A =V*"V +¢q(R).

The next two propositions are about these three operators on a Sasakian manifold
(M, g,&). First we calculate R*(€) explicitly and then give some symmetry properties
of R* and ¢(R) with respect to ¢p. Most of the identities given here will be crucial in
our discussion of conformal Killing forms on Sasakian manifolds in Chapter 3.
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Proposition 2.1.6. Let (M, g,&) be a n-dimensional Sasakian manifold. Then we have

RT(€) = —deg-n A,
R™(§) = —(n—deg) - £ 1.

Proof. This is an easy consequence of R(X,&) = (n A X*)e:
RY& =) e AREe) =) ef Alnheis—ef AED)
= —deg-nA
and
R_(f) = ZeiJR(é,ei) = Zei—‘("?/\ei—‘ —61’/\54)
=—(n—deg)-&.. O

Corollary 2.1.7. Let (M,g,§) be a n-dimensional Sasakian manifold. Then every
parallel p-form has to vanish for p # 0,n.

Proof. Let a € QP(M) with Va = 0. Then we have R(X,Y)a = 0 for all vector fields
X and Y, and it follows

= R*(a=—-pnha,
0=R"(§a=—(n-plaia
We obtain a =§1(nAa)+nAEia=0. O

The non-existence of parallel forms shows that all Sasakian manifolds are irreducible:

Corollary 2.1.8. Every Sasakian manifold is irreducible.

Proof. Assume that M is reducible, i.e. locally holds (M,g) = (M, g1) x (Ma, g2).
Then the volume forms of M7 and My are parallel on M, thus M can not be a Sasakian
manifold. O

Proposition 2.1.9. Let (M, g,§) be a n-dimensional Sasakian manifold. Then for all
vector fields X on M we have

(i) Z(;Se;‘ ANR(X,e;) = R*(qﬁX) +2X L — X* A ¢p + (deg —2)p X *A,
(i) ¥ gei A R*(e) = 2deg L,
(iii) X et AR~ (e1) = —p e +(deg —1)6n

(v) Y de; sR(X,e;)) = R (¢X) —2X* ANA — X 4¢p + (n—deg —2)¢X 1,
(v) > ¢pe; R (e;) = —2(n — deg) A,
(vi) > ¢ei 1R (e;) = —p e +(n —deg —1)¢p.
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Proof. Let a € QP(M). Without restriction we may assume that {e;} is parallel at a
point. Identity (i) is proven straightforward:

> ¢ AR(X,e)a ==Y ef AR(X, pei)a
—Ze N (R(¢X, ei)a+ pp( X Nej) o)
=RY(¢X)a+ > ef A(ef ApX sa— X" Nejaa)
—l—Zef/\(qﬁef/\X_na—X*/\aﬁeiJa)
=RY(¢X)a+¢X*AD ef Neioa
+ZefA¢e;‘AXJa+X*AZe;‘A¢eiJa
=R (¢pX)a+ (p—2)pX* A+ 2X 1 La — X* A ¢po.

To prove (ii), recall the anticommutator relation
{d,d°} =nANd+2degL
and calculate
dd°a =" ef AV, (e AVe,a)
= i A((Ve,d)ef) AVea+ Y ef Aes AV, Vea
= Zei A (n(ej)e; — 0ijm) A Ve, a + Zei Npe; ANV e, Ve,
+ Z e; Noe; A R(ei, ej)a
=nA Zef AVe,a— Zqﬁe; A Ve, (ej NVe,a)
+ Z pej Nei N R(ej,ei)
=nAda—dda+ Z pe; A R (ej)a
= dd°a — 2deg-L + Z oe; AR (ej)a,
which yields Y~ ¢e¥ A R (ej)a = 2deg - L.
The proof of (iii) is similar: With
{0,d°} = —(n —deg—1)Le +n A O
we obtain

dd°o =~ e; 1V, (de] AVea)
—Zel (Ve 0)e )/\Vejoz) Zei_n(gée; AVe, Ve, )
= —Zei_n (n(ej)e; — dijn) A Ve, )
— Zg(ei, $ej)Ve, Ve, a + Z pe; NeiaVe, Ve a
=— Zei J(ef NVea) + Zei 1M A Vea) — Zv¢ejveja
+ Z pe; Nei 1V, Ve,a + Z pe; Aei s R(ei, ej)
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=—-(n—p—1)Vea+nAda—Spa+ (n—2)ppa
+ 3 ¢e; AV (eiaVe,a) = > del Aei 1 Rlej e)a
=—(n—p—1)Vea+nAda—Spa+ (n—2)¢pa—dda—> ¢e; AR (e;)
=0d°—pe+(p—1)gp — Y _ dej AR (¢5),
thus ) ¢ej A R™(ej) = —p e +(p — 1)¢o.

The remaining equations (iv), (v) and (vi) are proven exactly like the first three.(]

Similarly to above we are able to determine the commutators between R™, R~ q(R)
on one hand and £ J, A, A, L, ¢, on the other hand. However, we wait until we introduce
the Sasakian curvature tensor in order to obtain much shorter calculations.

During our investigation of conformal Killing Forms on Sasakian manifolds in Section
3 we need a certain contraction of the covariant derivative denoted by JR:

Definition 2.1.10. Let (M, g) be a Riemannian manifold. Then we define

(BR)(X) := = (Ve,R)(es, X),
(6R)T = ef A (6R)(e:),
(0R)” = Z ei N\ (OR)(e;).

The following lemma connects JR to the covariant derivative of the Ricci tensor.
The proof is an elementary calculation and can be found in [SO1].

Lemma 2.1.11. Let (M, g) be a Riemannian manifold. Then
g((OR)(X)Y, Z) = g((VyRic)Z — (VzRic)Y, X)
for all vector fields X,Y,Z on M.

2.2 Sasakian curvature tensor

This section contains most results of Section 2.1 reformulated in terms of the Sasakian
curvature tensor which is introduced in the following definition.

Definition 2.2.1. Let (M,g,§) be a Sasakian manifold. We define the Sasakian
curvature tensor A by

AX,Y)=R(X,Y)+ (X*AY*)e

for all vector fields X,Y on M. Additionally we introduce the following operators:
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Remark. The Sasakian curvature tensor A is essentially the curvature tensor R¢o of
the Riemannian cone C'(M): For all a € QP(M) we have

Ro(X,Y)ria =10 AX,Y)a

for all tangent vectors X and Y on M, cf Lemma B.0.12 in Appendix B. Here 7o :
C(M) — M denotes the projection.

In Proposition 2.2.2 we note that the Sasakian curvature tensor A has the same
covariant derivative as the Riemannian curvature tensor, i.e. VA = VR, and satisfies
all curvature identities. Lemma 2.2.3 contains the difference between the operators
defined above and the corresponding ones of the Riemannian curvature.

Proposition 2.2.2. Let (M, g,&) be a Sasakian manifold. Then the Sasakian curvature
tensor A satisfies
e AX,)Y)+ A(Y,X) =0,
e AX,)Y)Z+AY,2)X +A(Z,X)Y =0,
A(

X7Y>Z7W) = _A(Xv)/aVVvZ);

AX Y, Z, W) =A(Z, W, X,Y),

e VA=VR,

o (VxA)Y,Z)+ (VyA)(Z,X)+ (VZA)(X,Y)=0
for all vector fields X,Y,Z and W on M.

Proof. This is an immediate consequence of Definition 2.2.1 because - up to a sign - the

additional term
(X* A Y*)o

can be considered as the curvature tensor of the standard sphere. [l
Lemma 2.2.3. Let (M, g,&) be a n-dimensional Sasakian manifold. Then we have
o AT(X)=R"(X)+deg - X*A,
e AT(X) =R (X)+ (n—deg) - X 1,

q(A) = q(R) — deg(n — deg)id,
e Ric* = Ric — (n — 1)id,
e pr=p—(n—1w.
In particular we have AT () = A= (£) = 0.

Proof. This is an easy application of Definition 2.2.1. O

Analogue to Proposition 2.1.1 we have the following symmetry properties of A.

Theorem 2.2.4. Let (M, g,&) be a Sasakian manifold. Then we have

o A&, X)Y = A(X,Y)E =0,
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A(X,Y)w =0,

[A(X,Y), ép] =0,

A(PX,9Y) = A(X,Y),

A(@X,Y) + A(X, 9Y) =0,
o A(¢X,9Y,Z,W) = A(X,Y,¢Z,¢W)
for all vector fields X,Y,Z and W on M.

Likewise, the Propositions 2.1.4 and 2.1.9 yield the next theorem.

Theorem 2.2.5. Let (M, g,&) be a Sasakian manifold. Then for all vector fields X on
M we have

o SA(X,e)pe; = pte X,

o 3 Ales, pei) = —2pe,

o > def NA(X ei) = AT(9X),

o > e 1A(X,e) = A (0X),

o > per NAT(e;) =D de; 1A (ei) =0,

o S dei s AT(e;) =3 der A A (e;) = —pTle.
Proof. With 2.1.9 this is evident. [l

With the results obtained so far we can easily determine the commutator and anti-
commutator relations between AT, A~ q(A) on one hand and & u,nA, A, L, ¢p on the
other hand.

Proposition 2.2.6. Let (M, g,&) be a Sasakian manifold. Then we have
o [A,AT(X)] = A7 (X)),
o [L,A7(X)] = —AT(¢X),
e [L,Ricp] = —2p?A,
e [A,Rich] =2p* .
o [fn, AF(X)] = A% (¢X).

All other commutators between q(A),Ric‘f)1 and p“e on one hand and nA, € 5, L, A and
¢p on the other hand vanish, as well as the anticommutators of A*(X) with €1 and
nA.

Proof. This is a straightforward calculation. For ov € Q*(M) we have
AT (X)Aa = Z e; NA(X, e)(w o)
= Zeff ANw I A(X, e)a
=w. Ze;‘ NA(X, e)a — Z¢€iJA(X, e
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= AT (X)a+ ) e 1 AX, dei)a
= AT (X)a - Z ei 1A(0X, ei)
= AT (X)a — A7 (¢X ).
and the self-adjointness of Ric? leads to
RicZAa = Rich (w s a)
—(RicAw) s + w JRicha
= —2p% Ja + ARic/a.
The proofs of the other equations are similar. ]

The relations of Proposition 2.2.6 immediately yield the corresponding relations con-
cerning the Riemannian curvature tensor R. A complete list can be found in Appendix

D.

In [K71], T. Kashiwada combines the symmetries of the Riemannian curvature with
respect to the three different Sasakian structures of a 3-Sasakian manifold in order to
show the following theorem. We reformulate his proof in terms of the Sasakian curvature
tensor A.

Theorem 2.2.7. Every 3-Sasakian manifold is an Einstein manifold.
Proof. Let (M, g,&1,&2,&3) be a 3-Sasakian manifold, then in particular we have

10 P2 = ¢3+ M2 @&

The definition of the Sasakian curvature tensor A depends only on the metric g, therefore
the Theorems 2.2.4 and 2.2.5 yield

—2p3 =) Alei, ¢3e;)

= ZA ei, p1o2€;) 2772 e;)A(e;, &1)

== A(¢sei, $re:)

= A(¢1626s, €:)

_ZA 3€;, € —1-2772 ei)A(&r, ei)

= 2p3 .
We obtain Ric® o ¢3 = 0, and since TM = im(¢3) @ (£3), we have Ric? = 0, ie.
Ric = (n — 1)id. U

Remark. Another way to see that 3-Sasakian manifolds are Einstein is to use the
fact that every hyperkahler manifold is Ricci-flat.

2.3 Covariant derivative of the curvature tensor

With Theorem 2.2.4 we research the symmetries of the covariant derivative VR = VA
of the curvature tensor of a Sasakian manifold with respect to the Reeb vector field
§ and to the Sasakian endomorphism ¢. We show V¢ R = 0 and that the covariant
derivative of R determines R. In particular we have VA = 0 if and only if A = 0.
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Proposition 2.3.1. Let (M, g,&) be a Sasakian manifold. Then we have
o (VZA)(X,8) = A6X, 2),
o (VZANGX,Y) + (V2A)(X,0Y) = —A((Y)X - 5(X)Y, 2)

for all vector fields X,Y and Z.

Proof. By Theorem 2.2.4 the Sasakian curvature tensor satisfies A(X,£) = 0 and
A(¢X,Y) + A(X,¢Y) = 0. Taking the covariant derivative of these two identities
in direction of Z we obtain

0=Vz(A(X,¢))
= (VzA)(X,8) + A(VzX,§) + A(X,VzE)

and

0=Vz(A(@X,Y)+ A(X, ¢Y))
= (VzA)(9X,Y) + (VZA)(X,9Y) + A((V29) X, Y) + A(X, (Vz9)Y)
+A(PVzX,Y)+ A(VzX,9Y) + A(pX,VzY) + A(X, oV 2Y)
= (VzA)(0X,Y) + (VZA) (X, ¢Y) + A(n(X)Z — g(X, Z2)§,Y)
+AX,n(Y)Z - g(Y, 2)¢)
(VZA)(¢X V) + (VzA)(X,0Y) + An(Y)X — n(X)Y, Z). O

Corollary 2.3.2. Let (M, g,&) be a Sasakian manifold. Then we have
VeR=V:A=0.

If the curvature tensor is parallel, i.e. VR =V A =0, then we have A = 0.

Proof. With the second Bianchi identity we calculate

(VER)(X’ Y) = (VgA)(X, Y)
—(VxA)(Y,§) = (VyA)(§, X)
= —Vx(A(Y,§) + A(VxY, &) + A(Y, Vx¢)
= Vy(A(§ X) + A(Vy &, X) + A(E, Vy X)
=AY, ¢X) + A(¢Y, X)
=0.

If VR =VA =0 we obtain 0 = (VyxA)(Y,§) = A(¢X,9Y) = A(X,Y). O

2.4 Ricci form

The Ricci form of a Kéhler manifold is always a closed 2-form, which is a consequence of
the symmetries of the Riemannian curvature tensor of a Kahler manifold with respect to
its complex structure combined with the Bianchi identities. Since the Sasakian curvature
tensor A has the same symmetries with respect to the Sasakian endomorphism 1 and
still satisfies the Bianchi identities, we can copy the proof of the Kéhler situation and
are able to show that the 2-form p4 is always closed. This implies that the Ricci form
p is closed since the difference of p and p4 is a constant multiple of the closed Sasakian
2-form w.
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Proposition 2.4.1. Let (M,g,&) be a Sasakian manifold. Then the Ricci form p is
closed and we have

p(X,Y) = 3tr (A(X,Y) 0 9).

Proof. We already saw tr (A(X,Y)o¢) = 3 g(A(X,Y)de;, e;) = 2p4(X,Y). We dif-
ferentiate this covariantly and obtain

2 (Vzp?) (X,Y) = tr (VzA)(X,Y) 0 ¢) + tr (A(X,Y) 0 Vz¢)

where we used

tr (A(X,Y) 0 Vz¢) =Y g(A(X,Y)(Vzd)es, e:)

:Zg X, Y 77 ei)Z_g(Zvei)E)vei)
= g(A(X,Y)Z,§) — g(A(X,Y)E, Z)
=0.

From the second Bianchi identity we thus get

2dp(X,Y, Z) = 2dp™(X,Y, Z) + 2(n — 1)dw(X,Y, Z)
=2((Vxp") (V. 2) + (Vyp") (2,X) + (Vzp") (X.Y))
=tr(VxA)(Y,Z2) 0o+ (VyA)(Z,X)0dp+ (Vz4) (X, Y) 0 9)
= 0. O

We conclude this section with some further simple properties of p4.

Proposition 2.4.2. Let (M, g,¢) be a Sasakian manifold. Then p? is a basic (1,1)-
form and we have Ap* 2scadA

Proof. The Ricci form p? is clearly horizontal, thus basic, and we compute

dpp? Qque Ae;a(e] A Ric? (pej)”)
QZQSe A Ric? (pe;)* Zg e;, Ric? (pej))ge; N e;
= Zqﬁei A Ric? (ge;)*
—0
and
=1 ¢eiaeia(e; ARic? (¢e;)")
429 d)ezaRlC d)ez -7 Zg €Z>R1C (¢€J))9(¢ei7ej)
=3 g(¢ei, Ric (¢e;))

= %scalA. O
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3 Conformal Killing forms on Sasakian manifolds

In this section we study the consequences of the existence of a Sasakian structure on
a Riemannian manifold (M, g) for its conformal Killing forms. Up to now, all known
examples of conformal Killing p-forms on Sasakian manifolds different form the sphere
for p # 1,dim(M) — 1 are directly linked to Sasakian structures, confer Section 3.2.
This leads to the question whether these forms are the only possible conformal Killing
forms on Sasakian manifolds. In the 1970’s, S. Yamaguchi studied this question and
found some results which we will recall in Section 3.2. We give index-free proofs of his
statements and extend most of his results to weaker conditions.

After recalling some properties of conformal Killing forms that are important to us
we show that every conformal Killing p-form on a Sasakian manifold is the sum of a
Killing and a *-Killing form. This reduces the discussion of conformal Killing forms to
Killing forms, which we then study intensively.

3.1 Preliminaries: Conformal Killing forms on Riemannian manifolds

We give the definition of conformal vector fields and conformal Killing forms and related
objects on arbitrary Riemannian manifolds. After that we quote some curvature prop-
erties of conformal Killing forms which will be crucial in our discussion of conformal
Killing forms on Sasakian manifolds. Most of the results in this section are proven in
[SO1].

Definition 3.1.1. Let (M, g) be a Riemannian manifold. A vector field v € I'(TM) is
called a conformal vector field if there exists a function f € C>°(M) with

L,g=2fg,

and v is called a Killing vector field if f =0 holds.
Definition 3.1.2. Let (M, g) be a Riemannian manifold. A p-form is called a confor-
mal Killing form if it satisfies

Vxt = o3 X adip — g X5 A 0Y

for all vector fields X on M. Coclosed conformal Killing forms are called Killing
forms, and closed conformal Killing forms are called x-Killing forms. We denote
by CKP(M, g),KP(M,g) and *KP(M,g) the space of conformal Killing, Killing and *-
Killing p-forms, respectively. A Killing form o € KP(M, g) is called special if it satisfies
the additional equation

Vx(do) =cX*No

for some constant ¢ € R. Similarly, a x-Killing form 7 € xKP(M, g) is called special if
it satisfies the additional equation

Vx(r)=cX T

for some constant c € R.

Conformal Killing forms can be seen as generalization of conformal vector fields
since conformal vector fields are dual to conformal Killing 1-forms:

34



Proposition 3.1.3. Let (M, g) be a Riemannian manifold. Then a vector field v is a
conformal vector field if and only if the dual 1-form v* is a conformal Killing form. The

correspondence is given by f = —%51}*. In particular v is a Killing field if and only if

v* is a Killing 1-form.

There is another connection between conformal vector fields and conformal Killing
forms:

Proposition 3.1.4. Let (M,g) be a Riemannian manifold and v a conformal vector
field with L,g =2fg. If v € CKP(M,g) then also L, — (p+ 1) fv € CKP(M, g).

The space of conformal Killing forms is conformally invariant: If b € CKP(M, g) and
f € C®(M), then e®tDfyy € CKP(M, e*f g). Another important property of CK* is its
closure under the Hodge *-operator:

Proposition 3.1.5. Let (M,g) be a n-dimensional Riemannian manifold. Then we
have
*(CKP(M, g)) = CK""P(M, g)

and in particular, since x interchanges coclosed and closed forms,
«(KP(M, g)) = *K""P(M, g),

*(xKP(M, g)) = K"P(M, g).

Furthermore, if o is a special Killing form, then xo is special x-Killing and vice versa.

The next two propositions contain criteria whether a given differential form is a
conformal Killing form or not.

Proposition 3.1.6. Let (M,g) be a n-dimensional Riemannian manifold. If ¢ €
CKP(M,g), then

q(R)Y = Iﬁédw + nT—l;-IildM’-
Conversely, if M is compact and ¢ € QP(M) is an arbitrary p-form satisfying this
equation, then 1 is a conformal Killing form.

Proposition 3.1.7. Let (M, g) be a Riemannian manifold. Then a differential form
o € Q"(M) is a Killing form if and only if

X iVxo=0
for all vector fields X on M. Likewise 7 € Q*(M) is a x-Killing form if and only if
X*ANVxT=0.

Proof. If 0 € QP(M) is Killing then Vxo = [ﬁX ado, which obviously implies

X 1Vxo = 0. Conversely, assume that o satisfies X 1Vxo = 0. By polarization
we get
X_IVYO' = —Y_IVXO'

for all vector fields X and Y, which implies

Xado=X1) € AVe0
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= Zg(eivX)veio' - 26: AXJVeiU
= VXU'FZG; Ne; uVxo
=(p+1)Vxo.

The statement about 7 is proven analogously. O

We can formulate an immediate corollary:
Corollary 3.1.8. Let (M, g) be a Riemannian manifold.

o Ifo € KP(M,gq) is special, then do € *KPT1(M, g).

o If 7 € xKP(M,g) is special, then 6T € KP~L(M, g).

We will see that on Sasakian manifolds the converse statement holds for Killing
p-forms with p # 1 and for *-Killing p-forms with p # n — 1.

The importance of special Killing forms is given by the fact that they are in 1 —
1 correspondence with parallel forms on the Riemannian cone (C(M),gc) = (M x
Ry, r2g + dr?):

Proposition 3.1.9. Let (M, g) be a Riemannian manifold. Then a form

5 € QL (C(M))

is parallel on the cone if and only if there exists a special Killing form o € KP(M,g) on
M such that
G =d(r"o).

Proof. We only show that & is parallel if o is special. The Levi-Civita connection V¢
of the cone C'(M) acts on differential forms by

V§{a=Vxa+1X i(drAa),

VgTa = —La,
V§dr = rX*,
V§ dr =0,

cf Appendix B. We use this and calculate

Vgrﬁ = Vgr ((p + D)rPdr Ao + rpﬂda)
=pp+ 1P tdr Ao+ (p+ 1)rPdr AV o
+ (p + D)rPdo + 1PV do
=pp+ )P tdr Ao — Blp+ 1)rPdr Ao
+ (p + V)rPdo — PELyPHl g
=0,

Vxé =V§ ((p+ L)rPdr no + rpHda)
= (p+ )PV (dr) Ao+ (p+ 1)rPdr AVo
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+ PV do
= (p+ )P X* Ao+ (p+ 1)rPdr AVxo
+ (p+ DrP7Ydr A (X 2 (dr A o))
+ 1PV xdo + P X L (dr A do)
= (p+ )P X* Ao+ (p+ 1)rPdr AVxo
+ 1PV xdo + P X i (dr A do)
=P (Vx(do) + (p+ 1)X* A o)
+ (p+ V)rvdr A (Vxo = 74X Ldo)
=0. O

Note that the last proposition describes exactly the relation between the Reeb vector
field € of a Sasakian manifold and the Kéahler form %d(r2§*) of the Kéhler cone.

With 3.1.9 it is possible to determine all special Killing forms on compact simply
connected Riemannian manifolds. The full result can be found in [SO01], here we only
quote the part we need in our further work.

Proposition 3.1.10. Let (M, g,&) be a compact simply connected Sasakian manifold
that is not Einstein. Then all special Killing forms are given by n A w*.

By covariantly differentiating the defining equation of conformal Killing forms we
obtain an expression for the action of the curvature tensor on conformal Killing forms
as well as formulas for the covariant derivatives of di, 09 and At. Therefore we recall
the expressions for the following curvature operators introduced in Section 2:

« RH(X) =Y ef AR(X, e,

e RO(X) =3 eisR(X,¢e),

° g(R) =— eiaR*(e;) = — Y e AR (es),
e (GR)(X) = — S (Ve.R)(es, X).

The following formula, which is called the curvature condition, is our most important
tool in the research of conformal Killing forms on Sasakian manifolds.

Proposition 3.1.11. Let (M,g) be a n-dimensional Riemannian manifold and ) €
CKP(M,g) with p # 0,n. Then we have
R(X, Y)Y = 5ot (Y A X q(R)y — X*AY Lq(R)Y)
+ (Y SRT(X)¢ — X JR*(Y))
+ Y ART(X)Y — X AR (Y)Y)

for all vector fields X and'Y on M.

On the vector bundle AP(M) x APYL(M) x AP=1(M) x AP(M) there exists a con-
nection such that U = (1,12, 13,14) is parallel if and only if ¢; € CKP(M,g) and
o = dip1, 3 = dp1,¢4 = Aty (conf [SO1]). As a consequence we have the next two
propositions, where the first one contains a dimension bound for CXP, while the second
one states relations for the covariant derivatives of the forms di, §i and Aq.
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Proposition 3.1.12. Let (M, g) be a n-dimensional Riemannian manifold andp # 0,n.
Then we have

dim (CKP(M, g)) < ( Zif ) .

In particular CKP(M, g) is a finite dimensional vector space.

Proposition 3.1.13. Let (M, g) be a n-dimensional Riemannian manifold. Then for
all ¢ € CKP(M, g) with p # 0,n we have

Vx(dp) = BERT (X)) + ;o2 X ™ A doy,

p(n—p+1)
Vx(6¢) = —%R_(XW - %X 10dy,

Vx (&) = 74X 2d(A%) — 5=by X7 A S(AY) + g(VxR)S — (R)(X)o.

Combining the Propositions 3.1.7 and 3.1.13 immediately yields a criterion whether
diy, 61 and Ay are again conformal Killing forms.

Corollary 3.1.14. Let (M,g) be a Riemannian manifold and ¢ € CKP(M,g) with
p#0,n.
o 0y € KP~Y(M, g) if and only if X SR~ (X)) = 0 for all vector fields X on M or
equivalently R~ (X )y = —%X 2q(R)Y for all vector fields X on M.

o dip € xKPYL (M, g) if and only if X* AR (X)Y = 0 for all vector fields X on M or
equivalently RT (X)) = —ﬁX* A q(R)Y for all vector fields X on M.

o Ay € CKP(M,g) if and only if q(VxR)Y = (0R)(X)y for all vector fields X on
M.

Proof. With Proposition 3.1.7 it remains to show

X 1R (X)y=0foral X = R*(X)a:—%XJq(R)z/J for all X,
X*ARY (X)) =0 for all X = R™(X)a = = X" Ag(R)y for all X.

We will only show the first equivalence. One direction is obvious, and to prove the other
we rewrite X JR™(X)yY =0 as

XJR (V) =—Y JR (X))
and obtain
XaqR)Y ==X e AR (ei)ih
== gles X)R (e + > e AX 4R (e;)¢h

=R (X)Y—> efAejaR™(X)y
:—pR_(X)w. O

If ¢ is a Killing or a *-Killing form, we obtain simplified expressions for V x(dv)
and Vx(6%) in Proposition 3.1.13.
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Corollary 3.1.15. Let (M, g) be a n-dimensional Riemannian manifold.
e If o € KP(M,g), then Vx(do) = EELRT(X)o.

o IfT €%KP(M,g), then Vx(6T) = —%R_(X)T.

The combination of Proposition 3.1.11 with Corollary 3.1.14 yields a simplified cur-
vature condition for Killing and *-Killing forms.

Corollary 3.1.16. Let (M, g) be a n-dimensional Riemannian manifold.
o [fo € KP(M,g), then

R(X,Y)o = (Y .R*(X)o — X JR*(Y)o).

o If T € %xKP(M,q), then

R(X,Y)r= ;L (Y*AR (X)r = X*AR™(Y)7).

In order to obtain more information about the curvature properties of Killing forms
we differentiate the refined curvature condition of Corollary 3.1.16 and obtain a curva-
ture condition for do.

Proposition 3.1.17. Let (M,g) be a Riemannian manifold and o € KP(M,g) with
p # 1. Then we have

R(X,Y)do = -4 (Y SRT(X)do — X SR (Y)do) =Y e} A (Ve R)(X,Y)o.

P+1

Proof. This is a lengthy but straightforward computation where we use the definition
of a Killing form. Recall that we have

R(X,Y)o =3 (Y sR"(X)o — X sR"(Y)o).

We apply the exterior differential d = ) e A V,, to this and use the second Bianchi
identity to obtain

0=3"€ AV, (R(X, Y)o - L (Y SR (X)o - XJR+(Y)J))
=Y e AN(VeR)(X,Y)o+ ) ef AR(X, Y)v o
— 1N e AY S(ef A (Ve R)(X, €))0) + 1) " ef AX a(ef A (Ve R)(Y, €5)0)
— 1Y e AY L(ef AR(X, €))Ve,0) + % D ef AX u(ef AR(Y,€))Ve,0)

=Y e AV R)(X,Y)o+ 77 > ef AR(X,Y)e; udo
+ 47 Y el AeiaR(X,Y)do
— 1Y e A (VyR)(X,e5)0 + 1Y €5 A(VxR)(Y, e5)0
+1Y 0 e NN (Ve R)(X,e)0 —1X 5> ef Aej A(Ve,R)(Y,¢5)0

s D¢ AN R(X, €)Y do + ol > el AR(Y, ¢5) X ado
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S D6 A Y S R(X e)do + by > e A X S R(Y, ¢j)do
p+1Y—' Ze Ne; /\RXej)ei_ndU
5 X 4 Ze Ne; NR(Y, ej)e; ado
LE Ze Nej NejaR(X, ej)do

T (p+1

(p+1

+ X 4 e; Ne; Nei s R(Y, ej)do

(;v+1)

= ef A(Ve,R)(X,Y)o — 7 R(X,Y)do + R(X,Y)do

Ze/\ R)(X,Y)o

oD Ze /\RXYe]_:dU

(p+1)R(X Y)do + 5ot R(Y, X)do
+ (p+1)Y J e; N R(X, ej)do — (p+1)X J e; NR(Y, ej)do
+ (pHYJZe AR(X,e;)do — (pH)XJZe;/\R(Y,ej)dJ

— 1Y 1Y €S AR(X e5)do+1X 1Y el AR(Y,€;)do
= (R(X Y)do+ ef A(Ve,R)(X,Y)o — -7 (Y SRV (X )da—XJRJr(Y)dU)).

g

If we use Proposition 3.1.13 on 1-forms we obtain the Kostant formula for conformal
vector fields:

Corollary 3.1.18. Let (M,g) be a Riemannian manifold and v a conformal vector
field. Then

Viyv =R(X,0)Y + X(f)Y + Y (f)X — g(X,Y)grad f
with f = —Ldiv (v).
Proof. By Proposition 3.1.3 we know that v* is a conformal Killing 1-form, i.e.
Vxv* =1X sdv* + fX*.
We differentiate this covariantly and obtain

Viy?* = VxVyv* — Vy, yo*
=1V  Vx(dv*) + X (f)Y*
=1V 4 2RY(X)v* 4+ 2X* Adov*) + X (f)Y*
=Y RY(X)v" = g(X,Y)df +Y(f)X* + X(f)Y*

which yields the result with Y 4 RT(X)v* = R(X,v)Y™*. O
With the Kostant formula we derive an expression for the Lie derivative of the

curvature tensor in direction of a conformal vector field which will be vital in the
discussion of conformal vector fields on Sasakian manifolds:

40



Corollary 3.1.19. Let (M, g) be a Riemannian manifold and v a conformal vector field
with L,9 = 2f g. Then we have

(LoR)(X,Y) = (Vx(df) NY" = Vy (df) A X7) e
Proof. 1f we set B(X,Y) := V%QYU — R(X,v)Y the Kostant formula reads
BX,)Y)=X(/ )Y +Y(f)X —g(X,Y)grad f.
We use Lemma A.0.11 from Appendix A and obtain

(LoR)(X,Y)Z = (VxB)(Y,Z) — (VyB)(X, Z)

=Vx(B(Y,Z)) - B(VxY,Z) - B(Y,VxZ)
—Vy(B(X,Z))+B(VyX,Z)+ B(X,VyZ)

=X(Y()Z - (VxY)(f)Z+ X(Z(f)Y - (VxZ)(f)Y
Y (X(NZ+(VyX)(H)Z-Y(Z(f)X + (Vv Z)()X
—g(Y, Z)Vx(grad f) + g(X, Z)Vy (grad f)

= (Vx(df))(2)Y — g(Y, Z)Vx(grad f) — (Vy (df))(Z)X
+9(X, Z)Vy (grad f)

= (Vx(df) ANY* —=Vy(df) A X*) e Z. O

We conclude this section with formulas for the exterior derivatives of At which will
be crucial in our discussion of conformal Killing forms on Sasaki-Einstein manifolds:

Proposition 3.1.20. Let (M, g) be a Riemannian manifold. Then for allvp € CKP(M, g)
with p # 0,n we have

d(Ay) = —lRicD@w) +rq(R)(d > PR,

8(A¢) = 55 (seal 6 + Riep (00)) + "2+ q(R)(6) — "2 (OR) 0.

3.2 Examples and known results on Sasakian manifolds

After giving a list of the known examples of conformal Killing forms on Sasakian mani-
folds we summarize the results of M. Okumura [062] and S. Yamaguchi [Y72a], [Y72b].

Proposition 3.2.1. Let (M,g,¢) be a Sasakian manifold. Then n A w* is a special
Killing form and w* is a special *-Killing form for all k.

Proof. We prove this directly. Alternatively we could argue in the same way as we do
in the proof of Proposition 3.2.2, where we consider parallel forms on the Riemannian
cone and use Proposition 3.1.9.

We have Vxn = ¢X" = X Jw and Vxw =n A X* and obtain

Vx (W) = k(Vxw) Awb™?
= kX" AnpAwhl

Vx(nAwh) = (X 2w) Awh —n A Vx(wh)
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_ 1 k+1
—k+1X_|w ,

thus Proposition 3.1.7 shows that n A w* is Killing and w* is *-Killing. To show that
they are special we compute

d(n Aw*) = dn AWk
k+1

= 2w
8(h) = = 3 e 4V, (")
= k:Zei_n(ef AnAwk1)
=2k(m —k+ 1)n Akt
and obtain
Vx(d(n Awh)) = 2Vx (W)
= 2k+1DX*AnAF,

Vx(0(wh) =2k(m —k+1)Vx(n Awr™)
=2(m—k+1)X JwP. O

If the manifold is 3-Sasaki we can apply Proposition 3.2.1 thrice and obtain three
different types of conformal Killing forms. But in this case it is also possible to combine
the different Sasakian structures to create a new kind of conformal Killing forms.

Proposition 3.2.2. Let (M, g,&1,&2,8&3) be a 3-Sasakian manifold. Then for all a,b,c €
N the form

Tape =M1 A (aws™1) Awh A w§
+ 12 Awd A (bwh™h) A w§
+ 3 Al Awh A (cw§™H)
1s a special Killing form.
Proof. According to Propositions 3.1.9 and 3.2.1 the forms
Qi = d(r’n;), 1=1,2,3
are parallel on the cone, thus trivially also the form
D% NG A DS

is parallel on the cone. The relation

20a+b+c)—1 __ N
T Oape) = ( 2a+b+c) S¢ AT A ws,

d(TQ(aerJrc)fl

which follows from a direct but lengthy computation, yields the claim again by Propo-
sition 3.1.9. ]

In his study of conformal Killing forms on Sasakian manifolds in the 1970s, S.
Yamaguchi found the following results:
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Theorem 3.2.3. Let (M, g,§) be a Sasakian manifold.
o FEvery horizontal conformal Killing form of odd degree is necessarily Killing.

e FEwery horizontal conformal Killing form 1 of even degree 2k is uniquely decom-
posable into
Y=o+,

where o is a horizontal Killing form and 7 is a horizontal x-Killing form. In this

case holds T = const - w¥.

Theorem 3.2.4. Let (M, g,&) be a compact (2m + 1)-dimensional Sasakian manifold
with m > 1. Then every conformal Killing p-form 1 with p < m is uniquely decompos-
able into

Yv=0+T,

where o is a Killing form and T is a x-Killing form. In this case holds T = ﬁdéw.

2m—p+2)
Furthermore A°0v is a special Killing form for all s =0,1,..., VT J .

Conformal vector fields on Sasakian manifolds were studied by M. Okumura in [062].
Translated in the terminology we use here, his result is as follows:

Theorem 3.2.5. Let (M, g,&) be a n-dimensional Sasakian manifold with n > 3. Then

CK'M,g9) = K'(M,g) @& =K' (M,g),
v* = (v*—%dév*) + %dév*.

If additionally (M, g) is connected and complete and admits a non-Killing conformal
vector field, then (M, g) is isometric to the standard sphere.

3.3 General case - Reduction to Killing and *-Killing forms

In this section we start to investigate the general case of conformal Killing p-forms on
arbitrary Sasakian manifolds. Our most important tool is the curvature condition of
Proposition 3.1.11. Unfortunately, this condition holds true for all 1- and (n — 1)-forms
and thus no longer allows us to gain any information about conformal Killing forms,
which is why we have to treat these cases differently.

For p = 1 we give an index-free proof of Okumura’s Theorem 3.2.5 where we use
Corollary 3.1.19, which states a formula for the Lie derivative of the Riemannian cur-
vature tensor in direction of a conformal vector field. The proof gives a useful property
of Killing vector fields needed later in Section 3.4.1. Using the Hodge *-operator, we
can use Okumura’s theorem to cover the case p =n — 1.

To study the case p # 1,n—1 we first reformulate the curvature condition in terms of
the Sasakian curvature tensor A introduced in Section 2.2. The properties of this tensor
with respect to the Reeb vector field ¢ and to the Sasakian endomorphism ¢ combined
with the curvature condition imply strong restrictions on the conformal Killing forms.
In order to obtain an economic way to prove our results we first discuss the space of
forms that satisfy the curvature condition in general, and then turn back to conformal
Killing forms.
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3.3.1 Conformal vector fields

Proof (of Theorem 3.2.5). Let v* € CKY(M,g). The main idea of this proof is to
combine the formula for the Lie derivative of the curvature tensor R in direction of v
with the curvature properties of Sasakian manifolds. Recall that we have

(L R)(X,Y) = (Vx(df) NY™ = Vy (df) A X7)e
by Corollary 3.1.19. Rewritten in terms of the Sasakian curvature tensor A this reads
(LLA)(X,)Y) = (Vx(df)NY" = Vy(df)NX"+2fX"NY")e
We apply it to £ and obtain

(L, A)(X,Y)E = (Vx(df) ANY* = Vy(df) A X* +2fX* AY™) e
=n(Vx(gradf))Y —n(Y)Vx(gradf) — n(V (gradf))
+n(X)Vy(gradf) + 2fn(X)Y —2fn(Y)X

which yields
AX,Y) Lo =n(Y) (Vx(gradf) +2fX) — n(X) (Vy(gradf) + 2fY) (3.3.1)
+n(Vy (gradf)) X —n(Vx(gradf))Y.

Using (3.3.1) to calculate Ric?(L£,€) in two different ways, the direct approach gives

ric? (Lo, X) = g(A(Lu&, €i)ei, X)
= Zg(A ei, X) Lo, €;)
= n(X)g(Ve,(gradf) + 2fei ) — Y _nle)g(Vx(gradf) + 2f X, e;)
+Z?7 Vx(gradf))glei, e)) = > n(Ve,(gradf))g(X, e;)
= (n=2)n(Vx(gradf)) — n(X)(Af = 2(n —1)f).

This is equivalent to
Ric*(L,8) = (n — 2)Ve(gradf) — (Af — 2(n — 1) f)¢ (33.2)

since

n(Vx(gradf)) = g(Vx(gradf),§) = g(X, Ve(gradf)).
We go back to (3.3.1) and contract with X = e;,Y = ¢e; to obtain

—2¢Ric (Lo€) = > Ales, dei) Log
= (Ve (gradf))e; — Z n(Ve,(gradf))ge;
=—2¢ Y n(Ve,(gradf))e
= —26 ) g(Ve(gradf), e;)e;
= —2¢V¢(gradf),
ie.
PRic (L,€) = ¢V (gradf). (3.3.3)
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Combining (3.3.2) and (3.3.3) we get

PpVe(gradf) =0

for n # 3, which implies

Ve(gradf) = n(Ve(gradf))§
and

n(Vex (gradf)) = g(Vex (gradf),§) = g(Ve(gradf), ¢X) = 0.
We reformulate this to
n(Vx(gradf)) = n(X)n(Ve(gradf)).
In (3.3.1) we set Y = ¢ and obtain, since A(X,§)L,§ =0,
Vx(gradf) = —=2fX +n(X) (Ve(gradf) + 2£¢)
—n(Ve(gradf))X + n(Vx(gradf))¢
i.e.
Vx(gradf) = f1X + fan(X)¢, (3.3.4)

where we set f1 := —2f —n(Ve(gradf)) and fo := 2f 4+ 2n(Ve(gradf)). We differentiate
(3.3.4) covariantly in order to calculate Ric(gradf). A direct calculation leads to

A(X,Y)gradf = g(X, grad(f + f1))Y — g(Y, grad(f + f1))X
+ X(f2)n(Y)E =Y (fa)n(X)§ + 2f29(6 X, Y)E (3.3.5)
+ fan(Y)9X — fon(X)eY,

which yields
—2¢RicA(gradf) = ZA(ei, pe;)grad f
=2 glei, grad(f + f1))dei +2fa Y  g(dei, pei)€
= 2¢(grad(f + f1)) +2(n — 1) f2€.
Applying 7 to this we get fo = 0 and f; = =2f —n(Ve¢(gradf)) = —f. We go back to
(3.3.4) and see Vx(gradf) = —fX, or, if we translate it to 1-forms,
Vx(df) =—-fX*. (3.3.6)

By Proposition 3.1.7 dév = —ndf has to be a *-Killing form and v — %dév is a Killing
form since §(v — 2dov) = —nf + Af = 0, where we used (3.3.6).

If (M, g) is complete and connected then by Obata’s sphere theorem we either have
f=0or (M,g) = (S", gs) since f € C>°(M) satisfies (3.3.6). O

From the proof of Theorem 3.2.5 we obtain useful curvature properties of conformal
vector fields on Sasakian manifolds:

Corollary 3.3.1. Let (M, g) be a n-dimensional Riemannian manifold with n > 3 and
let v e T(TM) be a conformal vector field. If (M,g) admits a Sasakian structure &,
then grad(0v*) € V(A) and Lev € V(A), where V(A) denotes the curvature nullity of
the Sasakian curvature tensor A.

Proof. This is an immediate consequence of (3.3.1) and (3.3.5) since we have (3.3.6).
g
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3.3.2 Consequences of the curvature condition for p# 1,n —1

By substituting the relations between the Sasakian curvature tensor A and the Rie-
mannian curvature tensor R of Lemma 2.2.3 into the curvature condition of Proposition
3.1.11 it turns out that the curvature condition in terms of A has exactly the same shape
as before. In this section we discuss the subspace BP of QP(M) consisting of forms «
that satisfy this curvature condition.

Definition 3.3.2. Let (M,g,&) be a Sasakian manifold and 1 < p < n —1. By BP
we denote the subspace of QP(M) consisting of forms « that satisfy the curvature
condition

AX,)Y)a = p(n ) (Y*ANX Jq(A)a —X*ANY Jq(A)a)

+5 (YoAT(X)a - X AT (Y)a) (3.3.7)

o (YPAAT ( Ja—X"NAT(Y))
for all vector fields X andY on M. We say o € B if

AX,Y)a =3 (Y AT (X)a - X 5 AT(Y)a),
and o € BY means
AX,Y)a =5 (Y AA™(X)a = X" ANA™(Y)a).
Finally BY is the set consisting of all o € QP(M) in the kernel of A, i.e.
AX,)Y)a=0

for all vector fields X and Y on M.

Note that we have B! = BL = Q!(M) and B"~! = B! = Q""}(M) as well as
B} = V(A). The next proposition completely clarifies the relation between B? and Bf.

Proposition 3.3.3. Let (M, g,&) be a (2m + 1)-dimensional Sasakian manifold.

(i) B} c B

(ii) BY N B? = Bl
(i) If p < m, then By = BY; if p>m+1, then B, = B”.
Proof. If a € BY. then

A" (X)a = Z@Z‘_IA X, e
(Zez_nez_n/ﬁ ZezJXJAJF(eZ) )
= _EX _Iq(A)a,

which shows a € BP, thus Bﬁ C BP. Likewise we obtain BY C BP.

To show (ii) we assume o € BY N B”, i.e. we have

=Y AT (X)a - 1 X S AT (Y)a, (3.3.8)
— 1 yx - _ 1 oy -
=LY AAT(X)a - X AAT(Y)a (3.3.9)
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In both equations we choose ¥ = £ and obtain

EJAT(X)a =0,
nANA" (X)a=0.

We take the interior product of (3.3.8) with & and the exterior product of (3.3.9) with
n and get

thus A(X,Y)a = 0.

Next we show (iii), which is a lengthy discussion of the curvature condition. The
reason that B? = BY only is guaranteed for p < m is the injectivity of L : QF (M) —
OF+2 for k < m — 1 by Proposition 1.2.4. Let o € BP,2 < p < m, be any form that
satisfies the curvature condition (3.3.7). First we choose X = e; and Y = ¢e; and sum
up; with Proposition 2.2.5 this yields

0= =) Alei ¢ei)a
+ iy (Do der Aeina(a) = i A deisa(A)a)
+1 (Z gef s At (eNa— 3 eis A+(gbei)o¢)
+ 5 (Yo A A (ea =D e A A (gei)a)
=2t ea+ 2 5dng(A)a - 2ptea— Eptea,
i.e.
¢pg(A)a = (n—p(n—p))p” e a. (3.3.10)

We keep that in mind and return to the curvature condition (3.3.7). With Y = ¢ the
horizontal and vertical part of the resulting equation are given by

A (A—(X)a +1X q(A)a) = Lp(X)n Av(g(A)a), (3.3.11)
£ (A+(X)a T XA q(A)a) = Ln(X)h(g(A)). (3.3.12)

We replace X by e;, apply > ¢efA and ) ¢e; 1 to both equations and get
L(§ 1q(A)a) = 0, ( )
A(n A gq(A)a) =0, ( )
(p—1)nAptea=0, (3.3.15)
(n—p—1¢.prea=0, ( )

where we used (3.3.10). Since we assume p # 1,n — 1, combining (3.3.10), (3.3.15) and
(3.3.16) yields

plea =0, (3.3.17)
Png(A)a = 0. (3.3.18)
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As deg(§ 1q(A)a) =p—1 < m —1, equation (3.3.13) implies
§1q(A)a=0. (3.3.19)
With (3.3.19) we may rewrite (3.3.11) and (3.3.12) as
A (A*(X)a +1X 5 q(A)a) ~0, (3.3.20)
€ AT (X)a =0. (3.3.21)

Again we return to the curvature condition (3.3.7). This time we replace Y by e; and
apply > ¢elA to it:

0= =) ¢ NAX, &)
+ o (DD der Aer A X sa(4) = D e A X Aeisa(A)a)
+3 (Z de; Nei s AT(X)a =) de; /\X_|A+(ei)og)
ik (o A A AT (X)a — 3 b A XA A (e)a)

=27 (A’(X)oz + %XJQ(A)O‘>
+ 1 (op AT (X)a = (p - 1) AT (9X)a)

ie.
L(A7(X)a+ 1X sg(A)a) = 52 (A% (X)a - (p— 1) AT (9X)a)
where we used (3.3.17) and (3.3.18). We take the interior product with £ and obtain
L (@ (A’(X)a +1x Jq(A)a)) —0,
where we used (3.3.21). Because of
deg (5_: (A_(X)oz—i— %XJ(](A)O()) =p—2<m-—1
we may use the injectivity of L again and get
€ (A_(X)a + %X JQ(A)O() =0,
which together with (3.3.20) implies
AT (X)a+ 1 X 1g(A)a =0.
Thus we have a € BY.

The remaining statement of (iii) is proven in the same way, where we use (3.3.14)
and the injectivity of A : Q¥(M) — QF=2(M) for k > m + 2. O

With Proposition 3.3.3 we can reduce our discussion of a € B? to o € BY. The
next two propositions are about these spaces.
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Proposition 3.3.4. Let (M,g,&) be a (2m + 1)-dimensional Sasakian manifold and
a € Bi.

o A(X,Y)a is horizontal and primitive.

PLAX,Y)a = —(p—2)2A(X,Y)a and ¢ppAT(X)a = (p— 1) AT (¢ X)a.

If p> 2, then p* e a = ¢ppq(A)a = 0.
o Ifp>m+1, then A(X,Y)a =0.
Proof. Recall that o € Bi means
AX,Y)a =3 (Y 2 AT(X)a - X 5 AT(Y)a) . (3.3.22)

We manipulate this equation in the same way as we did it with the full curvature
condition.

Starting with Y = ¢ in equation (3.3.22) yields £ s AT (X)a = 0. Taking the inner
product of (3.3.22) with £ shows that A(X,Y )« is horizontal. This automatically implies
that p? e & and ¢pq(A)a are horizontal, too. By equation (3.3.15) we know that they
are also vertical for p # 1.

Going back to (3.3.22), we replace Y by e; and build the contraction ) ¢elA:

o AT (X)a = (p—1)AT(¢X)a. (3.3.23)

We apply ¢p to this and get

$pAT(X)a = (p— 1o AT (9 X)a
= (p—1)*A%(¢*X)a
=—(p—1)*A%(X)o

Applying ¢p, twice to (3.3.22) and using (3.3.23) we obtain, since A™(X)a is horizontal,

PHAX, Y)a = 3 (¢*Y S AT (X)a +20Y 1dp AT (X)a +Y 4¢3 AT (X)a
— $*X JAT(YV)a — 20X JppAT(Y)a — X J¢2 AT (Y)a)

= (- Y AT (X)a+2(p—1)9Y 2 AT (¢X)a — (p— 1)’V AT (X)a

+ X JATY)a —2(p— 1)¢X S AT (¢Y)a+ (p— 1)2X 2 AT(Y)a)
=—((p-12+DAX,Y)a+2(p — 1)A(0X, ¢Y )
= —(p—2)%A(X,Y)a.

It remains to show A(X,Y)a =0 for p > m + 1. But by Proposition 3.3.3 we have
B ¢ BP =B?
in this case, thus
B? = B! N B = BY. 0

Of course there is an analogous result for B” .
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Proposition 3.3.5. Let (M,g,&) be a (2m + 1)-dimensional Sasakian manifold and
ac BY.

o A(X,Y)a is vertical and coprimitive.
o ZAX,Y)a=—(n—p—2)2AX,Y)a and ¢ppA~ (X)a = (n—p—1)A"(¢X)a.
o Ifp<n—2, then pr e a = ¢pq(A)a = 0.

o Ifp<m, then A(X,Y)a=0.

3.3.3 Application to conformal Killing forms

We apply the results of the previous section to conformal Killing forms and have im-
mediate consequences. First we reformulate some results of Section 3.1 in terms of the
sets BP and Bf and then apply the propositions of Section 3.3.2.

By Proposition 3.1.11 we have ¢ € BP for all » € CKP(M,g), and Corollary 3.1.14
can be reformulated as

o € KP~Y (M, g) <+ € BY,
dip € xKPTH M, g) <= € B".

Corollary 3.3.6. Let (M,g,&) be a n = (2m + 1)-dimensional Sasakian manifold and
v e CKP(M,g).

o If p < m orifdy is a Killing form, we have

AX Y)W =L (Y LAY (X )y — X LAT(Y)y).

o Ifp>m+1 orif dy is a x-Killing form, we have

AX Y=L (Y'NAT(X)p — X NA~(Y)).

n—p

Let p < m. Then Proposition 3.3.3 and Corollary 3.1.14 imply that d is again a
Killing (p — 1)-form. This allows us to apply all results concerning conformal Killing
forms not only on ¢ but also on ¢ as well. Thus A(X,Y)(dv) is horizontal. We co-
variantly differentiate the identity £ 4 A(X,Y )y = 0 in direction of £, use the conformal
Killing equation and obtain

0= Ve(¢ S AX,Y))
— A(X,Y)(€ 1 Vew)
= L AXY) (€5 (n A SY))
= e (A A(X,Y)(50))
= L A(X,Y)(6).

n—p+1

In particular we have A1 (X)(d¢) = 0, i.e. RT(X)(0Y) = —(p — 1)X* A dyp. With
Corollary 3.1.15 we get

Vi (do) = 2 RN (X)) = —p X* A 6Y

and see that dv is a special Killing form. Thus we have proven the following theorem.
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Theorem 3.3.7. Let (M,g) be a (2m + 1)-dimensional Riemannian manifold with
m > 1 admitting a Sasakian structure and let 1 € CKP(M,g). If p < m, then §v is a
special Killing form, and if p > m 4+ 1, then di is a special x-Killing form.

Proof. The remaining cases p = 1 and p = n — 1 are already covered in Section 3.3.1.
O

We formulate another lemma which has several applications on Sasakian manifolds
before we state the next main result.

Lemma 3.3.8. Let (M, g) be a Riemannian manifold and 1p € CKP(M, g).

e If 01 is a special Killing form with constant c, then 1 + T=pFD) dotp is a Killing

form.

p+1)
o If dy is a special x-Killing form with constant c, then ¥ — D +1 odv is a x-Killing
form.
In both cases i is the sum of a Killing and a *-Killing form.

Proof. We only prove the first statement, the other one follows in the same way or by
combining (3.3.8) with the Hodge #-operator. Assume that §¢ satisfies

(d6) = ¢ X* A §ih.

Then déy is a *-Killing form by Corollary 3.1.8 and ¢ +
by Proposition 3.1.7:

mdéw is a Killing form

XV (V4 by dov) = XJszp+cn L X 5V (doy)
=———X (X" A0) +

T n— p+1
=0. O

Theorem 3.3.9. Let (M, g) be a n-dimensional Riemannian manifold with n > 3. If
(M, g) admits a Sasakian structure then for allp =1,...,n — 1 we have

CKP(M,g) = KP(M,g) & *KP(M,g),
Y = o + T.

If p > 2, then 0 = ody, and if p < n—2, then T = 0

1
mdéw.

(p +1)(n p)

Proof. The cases p =1 and p =n — 1 are already contained in Theorem 3.2.5, thus we
assume 2 < p < n — 2. If (M, g) admits a Sasakian structure, then n has to be odd,
i.e. n=2m+ 1. It is sufficient to consider the case p < m, otherwise use the Hodge
s-operator. Let ¢ € CKP(M,g). If 2 < p < m we know from Theorem 3.3.7 that 6% is
a special Killing form with constant p, thus by Lemma 3.3.8 v is the sum of a Killing
and a *-Killing form, where 7 := d&/J is the *-Killing part while the Killing

p(n— p+1
part is given by o := ¢ — 7 = — Wdéw Since only parallel forms can be both
Killing and #-Killing and Sasakian manlfofds do not admit any non-vanishing parallel

forms by Corollary 2.1.7 we obtain

CKP(M, g) = KP (M, g) @ «KP (M, g).
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To show the remaining claim o = (5d1/} recall that we have

(p+l)(
A(X,Y)do = 5 (Y 2 AT (X)do — X S AT (Y)do) =D ef A )(X,Y)o.

for p # 1 by Proposition 3.1.17. We set Y = ¢ and obtain, using the Propositions 2.2.6
and 2.3.1,

0= 760 AT(X)do = ef A (Ve A) (X, &)o
:—m/ﬁ( )(& udo) Ze NA(X,e;)o
= —AT(X)Veo — AT (¢X)o,
i.e.

AT (¢X)o = —AT(X)V¢o. (3.3.24)

We replace X by e; and compute

q(A)o = — Z pe; 1 AT (pei)o
= Z <Z>e,; | A+ (6@)V§U
= —pA o Veo

= —Ve(pt 0 0)+ (Vept) oo
=0,

where we used VgpA = 0 by Corollary 2.3.2 and p e 0 = 0 for p > 2 by Proposition
3.3.4. From Proposition 3.1.6 we finally get

Y= p(nl—p) (a(R) —q(A))y = p(nl—p)q(R)w - (p+1) 5d¢ T p(n— p+1)d6w D

From the previous proof we obtain another important property of conformal Killing
forms on Sasakian manifolds.

Corollary 3.3.10. Let (M,g) be a n-dimensional Riemannian manifold and i €
CKP(M,g) with2 <p<mn-—2. If (M, g) admits a Sasakian structure, then
q(R)Y =p(n—p)y.

3.4 Killing and special Killing forms

Due to Proposition 3.1.5 and Theorem 3.3.9 we have the decomposition
CKP(M, g) = KP(M, g) & +KP(M, g) = KP(M, g) & =(K""P(M, g)),

thus in order to understand the space CX*(M, g) it completely suffices to investigate the
space K*(M, g). Since special Killing forms are completely classified on compact simply-
connected Sasakian manifolds and all known examples of Killing forms on Sasakian
manifolds are special, one main aspect of this section is to give criterions for a Killing
form being special. As we will see, this problem is closely related to the question if for
a given Killing p-form o the (p + 1)-form do is a *Killing form. For p > m + 1 we
already know this by Theorem 3.3.7, thus in most situations we will focus on p < m.
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3.4.1 Killing vector fields

The question whether for a given Killing 1-form K* the 2-form dK* is a conformal
Killing form is completely answered for compact manifolds in [M07]. Here we will point
out a few interesting facts about Killing 1-forms on Sasakian manifolds before we turn
to forms of higher degree.

Lemma 3.4.1. Let (M, g,&) be a Sasakian manifold and K* € K'(M,g). Then L:K*
s a horizontal special Killing form and also an eigenform of Cg with etgenvalue —4:
3 g% *

Proof. By Proposition 3.1.4 it is clear that L¢ K™ is a Killing form. From Corollary 3.3.1
we know A(X,Y)LK* = 0, in particular AT(X)L K* = 0. From Proposition 3.1.13
we thus obtain
Vx(dLeK*) = 2R (X)L K*

= 2A+(X>££K* —2X* A ﬁgK*

= 2X*A ﬁgK*,
i.e. L¢K™ is a special Killing form. Taking the interior product of LK™ with & yields

ELLK" =60V K —£,9K" =0.

Since L¢ K™ satisfies the Killing equation we have
VEK*—lf dﬁK*—lﬁﬁK*—EV/l*—lqﬁﬁK*
eLeK" =58 1dL K™ = S Ll K™ = oVele — SOLKT,
thus Vgﬁz = —qﬁﬁz. We obtain
LIK* = LF(LeK™)
= Vi (LK) = 20V (LK) + ¢7 (LeK™)
= 4¢*LcK*
= —4L: K" O
Proposition 3.4.2. Let (M, g,¢) be a Sasakian manifold and K* € K'(M,g). Then

K* splits as
K* =K+ Kj,

where Kg := i,CgK 1s a horizontal special Killing 1-form with E?Kg = —4K5 and K
is a Killing 1-form with LcKj§ = 0.

Proof. By Lemma 3.4.1 we have
LIKG = JLK™ = JLe(LEKY) = —L2K* = —4K}

and
LEKG = LIK* — LK = LZK* +4K5 = 0.

We apply L¢ to EEKE’; = 0 and obtain 0 = Eg’K()" = —4L:Kj. By Lemma 3.4.1 we know
that Kg is a horizontal special Killing form, therefore Kj = K* — K3 is a Killing form.
O
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To close this section we remark that the horizontal part of a Killing vector field
determines the vertical part up to a constant: We split

K* =h(K)"+v(K)n

with v(K) = n(K) = £ s K*. We have {(v(K)) = { V¢ K* =0, thus Ve K* = Veh(K)*.
We compute d(v(K)):

d(v(K)) = d(§ 2 K™)
— LK — ¢ LdK”
— VeK* — gK* — 2V K*
= —Ve(h(K))" — o(h(K))"

and we see that h(K) determines v(K) up to a constant.

3.4.2 Killing p-forms with p # 1

We already showed that for every conformal Killing p-form ¢ with p < m the (p — 1)-
form vy is again a conformal Killing form. It is natural to ask if the same is true
for the (p + 1)-form dip. Since we have the decomposition ) = o + 7 into a Killing
form o and a *-Killing form 7, we get dyp = do since 7 is closed. Thus the above
problem reduces to the question if for every Killing p-form ¢ with p < m the form do
is again a conformal Killing (p + 1)-form. We show that for p > 2 this is equivalent
to o being a special Killing form since in this case every Killing form on a Sasakian
manifold is an eigenform of the Laplace operator of (M, g). We use the differentiated
curvature condition of Proposition 3.1.17 to show that every Killing m-form has to be
special on a compact Sasakian manifold, thus we may further restrict our discussion to
the case p < m — 1. The question whether o is a special Killing form is equivalent to
AT (X)o = 0, which allows us to show that on a compact manifold every Killing form
is the sum of a special Killing form and an eigenform of the Lie derivative.

Corollary 3.4.3. Let (M,g) be a n-dimensional Riemannian manifold with Laplace
operator A. If (M, g) admits a Sasakian structure, then every Killing p-form with p > 2
is an eigenform of A with eigenvalue (p+1)(n—p), and if p < n—2, then every x-Killing
p-form is an eigenform of A with eigenvalue p(n —p +1).

Proof. This is an immediate consequence of Theorem 3.3.9. U
Analogue to Corollary 3.3.10 we have the following consequence of Proposition 3.1.6
and the Corollaries 3.1.14 and 3.4.3

Corollary 3.4.4. Let (M, g) be Riemannian manifold. If (M,g) admits a Sasakian
structure, then for every Killing form o € KP(M,g) with p > 2 we have R~ (X)o =
—(n—p)X Jo and q(R)o = p(n—p)o. Likewise for every x-Killing form T € *KP(M, g)
with p <n — 2 we have RT (X)) = —p X* A7 and q(R)T = p(n —p)T.

Proof. For p > 2 we compute

q(R)o = p%&la = #AU =p(n—p)o,
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which yields
R (X)o = —%X 1q¢(R)o =—(n—p)X Jo.
The results for 7 are proven in the same way. ([
Lemma 3.4.5. Let (M,g) be a n-dimensional Riemannian manifold.

o Let 0 € KP(M,g) \ {0} be special with Vx(do) = ¢ X* No. If (M,g) admits a
Sasakian structure, then ¢ = —(p + 1).

o Let 7 € *KP(M,g) \ {0} be special with Vx(01) = ¢ X a7. If (M,g) admits a
Sasakian structure, then ¢ =n —p+ 1.

Proof. Let £ be a Sasakian structure on (M, g). From the special Killing equation we
get
—c(n —p)o=Ac = (p+1)(n—p)o

for p > 2 by Corollary 3.4.3. If p =1 we use Corollary 3.1.15 and obtain
0=Ve(do)—cnAo=2RT()o —ecnho=—(2+c)n Ao,
which yields c= -2=—(p+ 1) or n Ao =0. If n Ao =0 we have o = fn and obtain
—c(n—1)o = Ao =2q(R)o =2fq(R)n=2(n—1)fn=2(n—1)o,
thus ¢ = —2 or o = 0, which was excluded.

The statement about special *-Killing forms is proven in the same way. U

We give criterions whether do is a x-Killing form or not.

Proposition 3.4.6. Let (M, g,£) be a Sasakian manifold and o € KP(M, g) with p # 0.
Then the following properties are equivalent:

(i) o is a special Killing form.

(ii) The form d(rP*'o) is parallel on the Riemannian cone C(M).
(iii) A(X,Y)o =0 for all vector fields X andY on M.

(iv) AT (X)o =0 for all vector fields X on M.

These conditions are sufficient for do € *KPT1(M, g) and also necessary if p > 2. If
furthermore M is a compact manifold, the above conditions are equivalent to

q(A)do = 0.
Proof. The equivalence (i) <= (ii) is given by Proposition 3.1.9, and from
Vx(do) + (p+ DX* Ao = B2 AT (X)o

we obtain (i) <= (iii) with Lemma 3.4.5. The simplified curvature condition of Corol-
lary 3.3.6 yields (iv) = (iii), and (iii) = (iv) is trivial.
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Corollary 3.1.8 shows that o being special implies do € *KPT1(M, g). If p > 2, then
ddo = Ao = (p+ 1)(n — p)o by Corollary 3.4.3, thus

Vx(do) = =5 X" Nddo = —(p+ 1)X* Ao.

Finally we assume that M is compact. Since Ao = (p+ 1)(n — p)o, we have
q(A)do = q(R)do — (p+1)(n —p —1)do = q(R)do — ”n;f;ldéda.

Thus the criterion of Proposition 3.1.6 yields that do is *-Killing if and only if ¢(A)do =
0. O

Before we further investigate the properties of the Killing form o on M we switch
to the cone and consider the form & := d(rP*rPH (Vx(do) + (p+1)X* Ac)o) on
the cone. We show that it is closed with respect to all four Dolbeault operators
¢, Oc, 05, 58 on the cone.

Proposition 3.4.7. Let (M,g,&) be a Sasakian manifold and o € KP(M,g). Define
G:=d(r’*lo). If p > 2, then we have

0co =0, 050 =0,
0co =0, 56 = 0.
Proof. From the proof of Proposition 3.1.9 we have

Vxo =P (Vx(do) + (p+1)X* A o)
+ (p+ )rPdr A (VXJ - IﬁX_nda)
=P (Vx(do)+ (p+1)X* A o)
= B AT (X))o
The complex structure of the cone is given by JX = ¢X — rn(X)0, and JO, = %f If

{ei} is a local orthonormal frame of M, then {€; = le;,d,} is a local orthonormal frame
of C(M), and if X* denotes the go-dual of X, then X* = r2X*. We obtain

dge =Y Je; NVEG + J(dr) AVG
= LN (Je)* AVEG
= Z%lrp_l Z (pe; —rn(e;)0.)" N At (e))o
= 1%17"1”1 Z pef N AT (e;)o — p;%lrpdr NAT(€)o
=0.
In the same manner we get
0co = —7’1%17“”71 Z ei s AT (e))o

B lq(A)o

I
o

)
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d6o = —p%lrpfl Z pe; 1 AT (e))a + Z%TPAJF(QU
=0.

As an exact form, o is closed and we obtain do = d30 = dco = 0go = 0, which is
equivalent to 0co = 0co = 00 = 050 = 0.

O

The commutator relations between L, A, ¢ and d, ¢ involve the operators d¢ and ¢,
which are given by multiples of ¢d and Ad if applied to a Killing form. This leads us to
the following result.

Lemma 3.4.8. Let (M, g,§) be a Sasakian manifold and o € KP(M, g). Then we have

1
dca' = Pi“rl ¢Dd0—7

0o = —I%Ada,
which lead to
1 1 2 1
o= ﬁdAa — mAda = md/\a — mégb[)g"
nNo = %d(ﬁDU - I%QdeU = ﬁd(ﬁDU + %_p(;Lg

Proof. From the Killing equation Vxo = ﬁX Jdo we obtain

d°c = ¢ef AVe,0 = i1 Y b€ Aeiado = —igndo,
0o = Zﬁb&_lveia = ﬁZ(ﬁei_lei_lda = _%Adgv

which yield the claim with the commutator relations

[A,d] = —0° — (deg —1)¢ 4, [bp,d] = d° — degnA,
[L,0] = d°— (n —deg —1)nA, [6p, 0] = 0° + (n — deg) 4. O

With Proposition 3.4.6 we show that all Killing and *-Killing forms on Sasakian
manifolds give rise to special Killing and special *-Killing forms. This was already
shown by S. Yamaguchi in [Y72b] for compact Sasakian manifolds under the restriction
p<m.

Proposition 3.4.9. Let (M, g,&) be a n-dimensional Sasakian manifold and let o €
KCP(M,g). Then Ao is a Killing form for all s > 1 and a special Killing form if s # §.
Likewise, if T € xKP(M,g), then L°T is a x-Killing form for all s > 1 and a special
x-Killing form if s # “52. If p is even, then dAP 20 still is a %-Killing 1-form, and if p
is odd, then SL""P)/27 still is a Killing (n — 1)-form.

Proof. We prove this by induction on s. Obviously it is sufficient to consider only the
case s = 1. Recall that
Vxw=nAX",

thus
Vx(Ao) =(Vxw)is0+wiVxo

— X <§Ja+]ﬁAda>.
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We obtain X JVy(Ac) = 0, so with Proposition 3.1.7 we see Ao € KP~2(M,g). To
show that Ao is a special Killing form, we recall

A(X,Y)(Ao) = AA(X,Y)o =0

from Proposition 3.3.4. For 1 = s # £ we have deg(Ao) = p — 2 # 0, thus Proposition
3.4.6 shows that Ao is a special Killing form. If p = 2 we use dAo = %Ada + & Lo from
Lemma 3.4.8 and compute

X*AVx(dAo) = 1X* A (Vxw) ado + X" AAVx(do) + X" A (Vx€) o
+ X*NELVxo
=3 X*ANX L €odo+ X  NAVx(do) + X* A ¢X Jo
+ %X* ANEIX Ldo
=1X*AAN(BAT(X)o +3X* No) + XA ¢X Lo
= 1X* NAAT(X)o
=0,

which shows that dAo is a *-Killing form with the criterion from Proposition 3.1.7.

The statement on *-Killing forms 7 is proven in the same way. ([l

Because the vanishing of ¢(A)do is a necessary condition for o being special and
because g(A) is defined as

ZBZJA e) = Ze NA" (&) = Ze NejaAle,e))

we further investigate the forms A(X,Y)do and A*(X)do.

Proposition 3.4.10. Let (M, g,&) be a (2m + 1)-dimensional Sasakian manifold and
o€ KP(M,g). If 2 <p <m, then A(X,Y)do is primitive and A~ (X)do, and q(A)do
are primitive and horizontal. If p > m + 1, then A(X,Y)do =0

Proof. If p > m + 1 then do is a special *-Killing form by Theorem 3.3.7, which yields

0=Vx(ddo)—(n—p)X ado
PR (X)do — (n—p)X ado

T n—p—1

=—(n—pA (X)do.

The curvature condition of Corollary 3.1.16 yields A(X,Y)do = 0.

From Lemma 3.4.8 we have Ado = %d/\a — (p+1)§ so. By Proposition 3.4.9 dAo
is a *-Killing (p — 1)-form and we obtain, since A(X,Y)o is horizontal,

A(X,Y)Ado = B A(X,Y)dAo — (p+ 1)¢ SA(X,Y)o =

Corollary 3.4.4 yields A=(X)o = 0. We take the interior product of A~ (X)do with
and obtain

ELA (X)do = —A" (X)) (£ ado)
= —(p+1)A™(X)Vedo
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—(p+1)VA  (X)o+(p+1)A (VeX)o
=0.

Finally ¢(A)do is primitive and horizontal since A*(X)do is primitive and A~ (X )do is
horizontal. O

We take the curvature condition for do of Proposition 3.1.17 and combine it with
the curvature properties of Sasakian manifolds as we did before with the curvature
condition for o.

Proposition 3.4.11. Let (M, g,&) be a (2m + 1)-dimensional Sasakian manifold and
o€ KP(M,g). If 2 < p <m, then we have

nAAT(X)o p+1¢DA+( )do — ]%AJr(d)X)da
247 (X)do = —X 1q(A)do — ¢X 1 p” e do.

Proof. From Proposition 3.1.17 we have
A(X,Y)do = 5 (Y 2 AT (X)do — X S AT (YV)do) =) ef A (Ve, A)(X,Y)o.

We replace Y with e; and build the contraction ) ¢elA, this yields
0= Z pe; N <A(X, ej)do — +1el JAT(X)do + p+1XJA+(6Z)d

+) €5 A (Ve A)(X, ei)0>
= AT (pX)do — S op AT (X)do + 1137 pef A X S AT (e5)do
=Y efne A (Ve A)(X, pei)o
= At (¢X)do — +1(;sDA+(X Ydo + o1 > g(dei, X)AT (e;)do
)
(X

+ Z e; Nes N (Ve A)(9X, e)o — Z e; Ne; NAm(e) X —n(X)ei, ej)o

= AT (¢pX)do — p+1¢DA+ )do — 5 AT (pX)do —n A AT(X)o,

while the contractions e; 1 and ¢e; 1 lead to

0= Zei_l <A(X, ei)do — _Hel_nAJr( )do + p_HXJAJr(eZ)d

+) € A (Ve A)(X, ei)a>
= A" (X)do — 3 X 2 Y eia AT (e)do + ) e aef A (Ve A) (X, e)o,
i.e.
Y eiae; A(Ve, A)(X, ei)o = =A™ (X)do — 15 X 1q(A)do,
and

0="> ¢ei (A(X ei)do — yei s AT (X)do + S X 5 A (e;)do
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+) e A(V Xez)>

:A‘(gﬁX)da——AAJr( da—p}rlXJ Z¢€zJA ei)d

P+l
—261_16 A (Ve, A) (X, gei)o
A™ (¢ X)do — AT(X )d0+p+1XJp e do
+Zeue*~ A (V JA) (X e U+Z€i46; NAm(e) X —n(X)ei, ej)o
= A7 (¢X)do — Z{AAT(X )do’—{—ﬁX_npAodcr
A (¢X)do — 56X 1q(A)do + & S AT (X)o +1(X)g(A)o
p+1XJp oda—pHngJq(A)do—mAAJF(X)dJ
p_HX_:p oda—p+1¢XJq(A)d0 p+1 7(¢X)da—mA+( )Ado
p_HX_:p edo — 1¢)XJq(A)da p+1 “(pX)do. O

With Proposition 3.4.11 we extend our list of equivalent characterizations of special
Killing forms and clarify the action of ¢p on A% (X)do,q(A)do and p* e 0.

Corollary 3.4.12. Let (M,g,§) be a Riemannian manifold and o € KP(M,g) with
p # 1. If (M,g) admits a Sasakian structure, then o is a special Killing form if and
only if AT (X)do = 0.

Proof. If A*(X)do = 0 then Proposition 3.4.11 yields n A AT (X)o = 0, which implies
AT (X)o = 0 since AT(X)o is always horizontal. Conversely, if o is a special Killing
form, then do is special *-Killing and we obtain A" (X)do = 0. O

Corollary 3.4.13. Let (M,g,€) be a (2m + 1)-dimensional Sasakian manifold and
o€ KP(M,g) with 2 <p <m. Then we have

6o A™(X)dor = p A~ (6X )do.
¢p(n N AT (X)do) = pn A AT (¢X)do,
¢p(§ 1 AT(X)do) = (p — 1) € 1 AT (¢X)do,
¢pq(A)do = —(p—1)p” e do,
¢pp @ do = (p—1)g(A)do.

Proof. We contract 24~ (e;)do = —e; 1q(A)do — ¢e; 1 p? o do with efA and ¢efA and
obtain

—2q(A)do =2 Z e; NA (e;)do

= —Zef Neiaq(A)do — Ze;«" A pe; 1 pt e do
—(p+ D)g(A)do + ¢pp” @ do,

~2p" 0 do =2 ¢e; A A (e;)do
= —ng)e;‘ Neiaq(A)do — Zgi)ef A e 1 p” o do
= —¢pq(A)do — (p+1)p” e do.
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We apply ¢p to 247 (X)do = —X Lq(A)do — $X 1 p? e do and get

200 A7 (X)do = —¢X 1q(A)do — X Jépq(A)do
—¢2X_|pAoda—<Z>X_|pAoda
= —¢X 1q(A)do+ (p—1)X 2ptedo
+ X ptedo—(p—1)pX Lq(A)do
=p(—¢X J1q(A)do + X 2p* e do)
=2p A (¢X)do.

From n A AT (X)o = ﬁqSDAJ“(X)dJ — ;hpAT(¢X)do we obtain
do(n AN AT (X)do) = —pn A AT (X)do,
while ¢pp A1 (X)o = (p — 1)AT(¢X)o and AT (X)Veo = —AT(¢pX)o yield

¢p(§ s AT (X)do) = —pp AT (X)(§ 2 do)
=—(p+1)ppAT(X)Veo
=—(p—1)(p+1)A"(¢X)Veo
= (p— )¢ AT ($X)do. 0

With Corollary 3.4.13 we show that every Killing m-form has to be special on a
compact (2m + 1)-dimensional Sasakian manifold.

Corollary 3.4.14. Let (M, g) be a compact (2m+1)-dimensional Riemannian manifold.
If (M, g) admits a Sasakian structure, then every Killing m-form is a special Killing
form.

Proof. Let 0 € K™(M, g). By Corollary 3.4.13 we know
®2(n A AT (X)do) = —m?*n A AT(X)do.

Proposition 1.2.13 yields the existence of a,b € Z with 0 < a,b < m such that a + b =
m+ 2 and (a — b)? = m2. We obtain a = m +1 or b =m + 1, which is a contradiction.
Thus we get n A AT (X)do = 0, which yields n A q(A)do = 0. We already know that
q(A)do is horizontal and obtain

q(A)do = 0.

On compact Sasakian manifolds this means that ¢ has to be special. O

3.4.3 Reduction to eigenforms of L

Proposition 3.4.6 allows us to show that for a given Killing form o the form Ega +
(p — 1)%0 is a special Killing form. With that we are able to reduce the question if a
given Killing form is special on compact Sasakian manifolds to eigenforms of the Lie
derivative.

Proposition 3.4.15. Let (M,g,£) be a n-dimensional Sasakian manifold. If o €
KP(M, g) with p # 0 then [,ga—l—(p— 1)20 is a special Killing form, and if 7 € *KCP(M, g)
with p # n then EET + (n —p — 1)1 is a special *x-Killing form.
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Proof. By Proposition 3.1.4 we have that [Zga is again a Killing form. The claim follows
if we show

AY(X) (Lio+ (p—1)°0) =0.

From the proof of Theorem 3.3.9 we know on one hand
AN (X)Veo = —AT (¢ X)o.

On the other hand we have

b AT (X)o = (p— A (6X)o
by Proposition 3.3.4. This yields

A*(X)épo = dA* (X)o — A (6X)o = (p— 2)A* (6X)o.
We conclude
AT (X)Leo = AT (X)Veo — AT (X)épo = —(p — AT (6pX)o.
Since L¢o is again a Killing form we may replace o by L¢o and obtain
AT(X)Lio = —(p — VAT (o X)Leo = (p — 1)° AT (¢’ X)o = —(p — 1)?AT(X)o.0

In order to understand the consequences of Proposition 3.4.15 we show that every Killing
p-form can be decomposed into a sum of Killing p-forms that are eigenforms of the Lie
derivative Eg, if the manifold is compact.

Lemma 3.4.16. Let (M,g,&) be a compact Sasakian manifold. Then every Killing
p-form o can be decomposed as
,
=Y
k=1

where the o are Killing forms with Egak = A\pOk, where A\ # N\ for k # 1.

Proof. The manifold M is compact and ¢ is a Killing vector field, so the Lie derivative
Ly is skew-adjoint with respect to the L? inner product on Q*(M). By the Propositions
3.1.4 and 3.1.12

£2:KP(M, g) — KP(M, )

is a self-adjoint linear mapping of a finite dimensional Euclidean vector space and there-
fore diagonalizable. We may decompose o € KP(M, g) into

'
o= E Ok
k=1

with E?ak = Mo and N\, # N\ for k # 1. We fix a vector field X € I'(T'M) and apply
Lemma C.0.13 of Appendix C with V' = QP(M),A = EZ P (M) — QP(M) and
B :QP(M) — QP(M), where

Ba=Vxa— ﬁX_:da.

The lemma shows that all oy, satisfy Bop = 0 and thus, since X was arbitrary, have to
be Killing forms. g
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Theorem 3.4.17. Let (M,g) be a compact Riemannian manifold. If (M, g) admits a
Sasakian structure & then every Killing form o € KP(M, g) with p # 0 can be decomposed
mto

o=0g+ 0'/,

where og 1s a special Killing form and o’ is a Killing form with [,ga’ =—(p—1)%.

Proof. Since M is compact we use Lemma 3.4.16 and obtain
T
=Y
k=1

where the oy, are Killing forms with [,gak = Aoy and A\g # \; for k # [. By Proposition
3.4.15 the forms Egak +(p—1)2%0, = (A + (p — 1)?)oy, are special, thus o}, is special
for \x # —(p — 1)2. If all \;, are different from —(p — 1)? the theorem is proven with
o = 0g,0’ = 0. If one eigenvalue is equal to —(p —1)? we may without loss of generality

assume that Ay = —(p — 1)2. Then o9, ..., 0, are special Killing forms. We set
T
ggs ‘= Z Ok,
k=2
’.
g = 01
and obtain o = og + ¢’ as claimed. ]
From now on we will stick to the case o = ¢/, i.e. we assume Ega = —(p—1)20.

In order to further reduce the problem to eigenforms of L we have to extend our
discussion to complex-valued forms. Since we extend all R-linear operators Q*(M) —
(M) to Qx(M) — QF(M) by C-linearity, a complex form is a conformal Killing
form if and only if its real and imaginary part are conformal Killing forms. If we
set oc == 0 — ilﬁﬁga € QL(M), we obtain a complex-valued Killing form o¢ with
Leoc =i(p — 1)oc. To simplify notation we write o = o¢, thus our situation is

Vxo = IﬁX ado and Leo =i(p—1)o. (3.4.1)

Furthermore we split ¢ into its horizontal and vertical part,

a—ﬂ—l—n/\'y—(g)

with 8 € QL(H),y € Q% ' (H).

We start with combining the equations (3.4.1) in order to obtain the decomposition
of o into eigenforms of ¢p. Since L¢ commutes with the horizontal and the vertical
projection we have

LeB=i(p—1)8 and Ley =i(p—1)y. (3.4.2)

From (3.4.1) we get
0=¢.Veo = Vg(g_IO') = V¢,

and since the Lie derivative L¢ can be expressed as L¢ = V¢ — ¢p we obtain
¢y = Vey — Ley = —i(p — 1)7,

63



i.e.
v e QP m). (3.4.3)
The exterior differential and the interior product split as
_(du 2L (X1 n(X)id
d_<£5 —dH>’ XJ_( 0 X

for every tangent vector field X. Using (3.4.1) again yields

<L§63¢D >_<V5ﬁ> < )ZVg,:pingda

0
1 Ea i dy 2L 15}
T\ o —gJ Le —dpy v
1 < Leff — dH’Y >
T optl ’
which is equivalent to
dgy = —ip(p—1)8 — (p+1)¢f. (3.4.4)

Since v € Qgil’o) (H) we know dyy = 0y +0v € Q((Cp’o) (H) @Qgil’l)(H). Furthermore

let » »
/3 = Zﬂp—a,a € @ Qg_a’a)(H
a=0 a=0

be the decomposition of § in forms of type (p — a,a), i.e. ¢pBp—a,a = —i(p —2a)Bp—aa-
Then (3.4.4) becomes

p
PV (H) & 0f TV (H) 2 0y + 0y =Y [0+ D(p~20) = p (P~ 1))Bp-aa
a=0

P
— 2 Zup +1)a— plBpaa € PO (H
a=0 a=0

Since (p+ 1)a — p # 0 never vanish for a =0, ..., p, we may conclude 3,4, = 0 for all
indices a = 2,...,p. We obtain

8’7 = 2ip ﬁp,Oa 57 = _2iﬁp71,1-
Thus the Killing form o is completely determined by its vertical part v via
i i 5
_ < Bpo +Vﬁp—1,1 > _ < —21087; 297 ) , (3.4.5)

In order to rewrite the Killing equation for ¢ in terms of v we recall

_ Dy oU*A
Vu = < —oU 1 Dy >

for every horizontal vector field U. We decompose U = U + U~ into its (1,0)- and
(0,1)-part, i.e.
Ut=3U—igU), U =3%U+iel),
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and obtain

_( Dy SUANN\ [ —5 07+ 50y
VUU_<—¢UJ Dy >< "

( —55 Du(97) + § Du(dy) + oU* Ay )

Dy + 558U 50y — 56U 50y

—5Du(97) —i(U)* Ay LDy () +i(U)* Ay
= -
0 0
0 0
- ]+
Dyy — 55Ut 50y — 35U 29y TUT L0y

e m el H) oAl H) @A 0P (H).

Decomposition of U Jdo in the same manner yields

(U 0 dy 2L —ﬁc‘théév
= (o ) (e 5 )

U~ (§00y - 5007 +2L7) Ut (§00y - 5007 +2L7)
= +
0 0
0 0
+ ]+ B
BLUY oy + B U L0y PELUT L0y

e V@) @ ¥ " (H) @A QE O (H) @9 AP (H).

Thus the Killing equation Vo = ﬁU ado decomposes into three linearly indepen-
dent parts. We can further simplify the formulas since we have the (anti-)commutator

relations {9,0} = —2LL¢ and [L, X 1] = —¢pX*A:

—p 8Oy + 00y + 4ipLy = (p + 1)90 + 2pLLey + 4ipLy
= (p+1)00y + 2ip (p + 1) L.

This leads to
Dy(0y) =U~ 200y +2ipU~ 5Ly —2p(U )" Ay
=U" 400y +2ipL(U™ J7)
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:U‘Jéafy,

Dy (07) = —}DU+ 100y = 26U S Ly +2(UT)* Ay
_ 1+ 59~ _ 9; +
=—,UT 500y = 2iL(U™ 17).
We arrive at the following result:

Proposition 3.4.18. Let (M, g,&) be a Sasakian manifold and o € QL.(M) with Leo =
i(p—1)o. Setv:=¢& 0. Then o is a Killing p-form if and only if

0= 507+ 597 +n Ay

and v is a (p—1,0)-form that satisfies the following equations for every horizontal vector

field U:
Dy~ = I%UJr_la’y-i- U~ 507,

Dy; (87) =U" 1007,

Dy (07) = —%U* 200y — 2iL(U™T J7).
In this case the exterior differential do is given by

do = —5:007 + Ly + 1 A (=507 — 597)-
Proof. The remaining formula for do follows from
> ( —227037‘1'%57 >
Y

and
_(dg 2L
- < Le —dy > ' .
Since o is a special Killing form if and only if AT (X)o or A*(X)do vanish for all

X we further investigate A(X,Y)o and A(X, Y )do in the special case L¢o = i(p —1)0.
We start with the (p, ¢)-decomposition of the related forms.

Proposition 3.4.19. Let (M,g,&) be a Sasakian manifold and o € KP(M,g) with
Leo=i(p—1)o and p # 1. If v := £ 1o, we have

o c (Q(P»O) (H) & Q(P—lvl)(H)) ®nAQPLO(H),

do € Q) e (PO H) e Qe @),

A(X,Y)o € QP=LY(H),
AXYV)do € QPY(H)enAQe D (H),

AT(X)o € QP (H),
AN X)de e QEHNI(H) @A QP (H),
A~ (X)do € QPO (),

q(A)do, p” e do € Q@Y (H).
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Proof. We already know that v is a (p — 1, 0)-form, thus

o = —50v+i0v+nAy
e QPOYH)a QP D (H) oA QP (H),
do = —ﬁé@’y—i—L’y—&—n/\(—ﬁ&y— %57)

e QPV(H) gy A QPO (H) @y A Qe (H).
To show A(X,Y)o € Q=L (H) we note two facts:
e Since [¢pp, A(X,Y)] = 0 we have A(X,Y) (Q(a’b)(H)) c Q@b thus

AX.Y)o € QPO(H) e WW(H) oy QP tO(H).

e From ¢2A(X,Y)o = —(p —2)2A(X,Y)o we get

AX, Yo e QPO (H) e Qbr-D(H).

We obtain A(X,Y )y =0,A(X,Y)0y =0 and A(X,Y)o = $A(X,Y)dy, which implies

P AT (X)o = 5opAT(X)y
= 3AT(6X)9y + 5 AT(X) 0y
= AT (¢X)o —i(p — 2)5A47(X)dy
= LAt (X)o — i(p — 2)A* (X)o,
ie. oppAT(X)o = —i(p —2)AT(X)o. This yields the remaining claims with Corollary

3.4.13 since we have [A(X,Y),L] = 0,[AT(X),L] = 0 and [A~(X),L] = At (¢X).
0

We have the following corollary.

Corollary 3.4.20. Let (M, g,§) be a Sasakian manifold and o € KP(M, g) with Leo =
i(p—1)o and p # 1. For v =& Jo we have

AX,Y)o = $A(X,Y)d, A(X,Y)y =0, A(X,Y)0y =0,
and
Ric(X) 1y =0, RicA(X) 20y = 0.
For all horizontal tangent vectors U we have
AT (U)o =0, AT (UT)do =0, A= (UN)do =0,

and furthermore we have
pA e do = —iq(A)do.

Proof. The proof of the first part is contained in the proof of Proposition 3.4.19.
To show Ric?(X) 1y = 0 we start with A(X,Y)y = 0, which we write as
> AX,Y)e; Aeiay =0.
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We set Y = ej, contract with e; 1 and obtain, using the first Bianchi identity,
RicA(X) 1y = ZA X,e;)e; 1y
fZg (X, ei)ej, e)ej 1y
= —ZA X,ej)ej Nejuejay
= ZA(ej,ei)X* Aejae;ary
+ ZA(ei,X)e;f Nejae;ay
= ZA(ej,ei)X* Nejae;ary
— Ric?(X) Jn.
We continue
2RicH (X) oy = ZA(ej, ei) X  Nejaeiany
=" Algej, pei) X* A dej 1 gei 1y
= —ZA(ej,ei)X* Nejae;ary
= —2Ric(X) 1,
where used ¢X 1¢Y 4y = —X 1Y L, which holds since 7 is a (p — 1,0)-form. In the
same way we get Ric?(X) 18y = 0.
To prove the statements about A*(UT) we start with
2AT (U)o = AT (U)o —iAT (¢U)o
= AT (U)o — rond" (U)o
— A (U)o — S (—ilp— 1))AT (U)o
=0.

g —

We differentiate AT (U™ )o = 0 covariantly in direction of £ and obtain that AT (U™)do
is horizontal:

0= V(AT (UT)o)
= AT (VU)o + AT (UT)Veo
= AT((VeU) o + (p+ 1)AT(UT)(€ 2 do)
“(p+1)EL AU do.
From Corollary 3.4.13 we know ¢p(n A AT(UT)do) = pn A AT (UV)do. Taking the
interior product with ¢ leads to ¢pp AT (U")do = p AT (U™T)do, thus
2AT(UN)do = AT (U)do — i AT (¢U)do
= AT (U)do — ilngA"'( )do
= A+(U)da—z (—ip)AT(U)do
=0.
Similarly we calculate

2A~(U)do = A~ (U)do — iA™ (¢U)do
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= A (U)do — igz¢p A~ (U)do
=A" (U)do — i%(—ip)A*(U)da
=0.
Finally from Corollary 3.4.13 we obtain
ptedo = —p%leDQ(A)dU
= —27i(1 = p)g(A)do

p—1
= —iq(A)do. O

To conclude this section we rewrite the relation %A* (X)o = Vx(do)+(p+1)X* Ao
from Corollary 3.1.15 in terms of . The exterior product is given by

wr | —H2X*A 0
n= (e xen )

which yields

it < A+(0U)a )

I
S
A
AN
S
+
S
)

p p

Vu(do)+ (p+1)U" Ao
Dy ¢U*A ) —5,007 + Ly
= 1 —
P+1) ( —U. Dy ( ~Loy- 104

UA 0 — L0y + 50
+(p4-1)< 0 —U*A ) < 2 Ty 29 )

—%DU (007) + LDy~ — %(UJF)* NOy+i(U™)* Aoy
=@+1)

— 95 D0 (97) = 3Du (97) + 550U 509y — L(oU 47)

— 4Dy (007) + LDy~ — L({U)* Aoy +i(U™)* Ay
=(p+1)
0

Because of AT(U')o = 0 we obtain
Dy+(007) = =2iUt s Loy — 4(U)* A Oy

and

AT(U)o = —5Dy-(00v) +pU 3 LIy + 2ip (U~)* A 0.
We have proven the following result.
Proposition 3.4.21. Let (M,g,§) be a Sasakian manifold and o € KL(M,g) with
Leo =i(p—1)o. Set vy := &a0. Then o is a special Killing form if and only if v
satisfies

Dy- (007y) = =2ipU 2 Loy + 4p (U)* A 0.
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3.4.4 Reduction to primitive forms

In this section we only consider Killing forms on non-Einstein manifolds; the Einstein
case is covered in Section 3.5.2. By Proposition 3.1.10, on compact simply connected
Sasakian manifolds which are not Einstein all possible special Killing forms are given
by 7 AwF. Since by Proposition 3.4.9 the form Ao is a special Killing form for p # 2 we
obtain Ac =0 if p is even and Ac =c-n A W' if p is odd. Since

Awk = $k(n — 2k + 1wkt

for every k, the form
4c

77 -Dn—pr2)

p—1
nAw 2
is primitive. It is also a Killing form because both ¢ and n A W' are Killing forms.
This leads us to the following reduction result.

Corollary 3.4.22. Let (M, g,§) be a compact simply connected Sasakian manifold that
is not Einstein, and o € KP(M, g).

o Ifp#£2 s even, then o is primitive.

e Ifp is odd, then there exists a primitive Killing form oy € KP(M,g) such that
p—1

o=o0p+const-nAw 2 .

3.5 Conformal Killing forms under additional assumptions

In this section we investigate horizontal and vertical conformal Killing forms, conformal
Killing forms on Eta-Einstein and compact Einstein manifolds as well as normal con-
formal Killing forms. In all of these situations we completely classify conformal Killing
forms at least up to special Killing and *-Killing forms.

3.5.1 Horizontal and vertical conformal Killing forms

Horizontal conformal Killing forms have already been studied by S. Yamaguchi. We will
extend his result of Theorem 3.2.3 in this case and completely classify these forms up
to special Killing forms that are eigenforms of ¢2 with eigenvalue —p?, where we still
follow his main ideas. The classification is as follows.

Theorem 3.5.1. Let (M, g,&) be a (2m + 1)-dimensional Sasakian manifold and v €
CKP(M,g) horizontal.

o Let p be even. If 2 < p < m, then 1) = const - w3 + og, where og s a horizontal
special Killing form with ¢20s = —p*os. If p > m + 1, then 1) = const Cwh.

e Letp be odd. If 1 < p < m, then ¢ = o5 with ¢205 = —p0s. If p > m+ 1, then
= 0.

We summarize the situation for p # 0 in the following table:
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Y € CKP(M, g) horizontal 2<p<m p>m+1

p even P = ag—l—c-wg v = ¢ w?
p odd v = og Y = 0
Here og denotes a horizontal special Killing form with ¢2og = —p?os.

The key observation to this classification is, due to S. Yamaguchi in [Y72al, that
for every horizontal conformal Killing form 1 the form Jv is a vertical Killing form,
which makes it possible to determine §i) completely. But the method of S. Yamaguchi
to determine &1 works for all vertical Killing forms, not only for those being the codif-
ferential of a conformal Killing form. Once we know d) we are able to determine the
*-Killing part of ¢ and are left with the Killing part of ¢, which turns out to be hori-
zontal. Therefore we will start with investigating horizontal and vertical Killing forms
and then turn to horizontal conformal Killing forms.

Note that the decomposition Theorem 3.3.9 does not allow us to reduce our dis-
cussion to horizontal Killing and *-Killing forms since a priori it is not clear that the
Killing and #-Killing part of a horizontal conformal Killing form are again horizontal.
However, after our discussion we see that this always holds true.

It was shown in [Y75] that on compact Kéhler manifolds every Killing form has to
be parallel. On Sasakian manifolds this statement has to be wrong because for each k
the form n Aw” is a Killing form. We will show that all vertical Killing forms are of this
type and that every horizontal Killing form is an eigenform of ¢2 with eigenvalue —p?
and special for p # 1. Furthermore we will prove that there are no basic Killing forms.

Lemma 3.5.2. Let (M,g,&) be a (2m + 1)-dimensional Sasakian manifold and o €
KP(M, g) a horizontal Killing form. Then ¢:o = —p?, in particular o = 0 if p > m+ 1.
If p # 0, then o is a special Killing form.

Proof. We first discuss the case p = 1, where we trivially have ¢?c = —o. The Killing
equation yields

Lo+ ¢o =Veo = %f_ld()' = %Ega,

thus ¢o = —%Ega, which implies ¢ = —¢?0 = —%ﬁga. Proposition 3.1.4 shows that
Le¢o is a Killing form, and by applying Proposition 3.4.1 to the Killing form L¢o we
know that Ega is a special Killing form. Hence o is special.

For p # 1 we differentiate £ 1o = 0 covariantly and obtain
¢X so+E&.Vxo =0,

which yields
X 90X 50 =0.
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We replace X by X +Y and see
X 1¢Y yo=-Y .¢X Jo,
which leads to
Xagpo=-X1> e Noejoo

= —Zg(ei,X)qﬁeiJa—#—Ze}k/\Xquei_na

= —ng_na—Zer/\ei_:cbXJa

= —po¢pX Jo.
By applying ¢p to this we get

X 2030 = ¢p(X Jpo) — ¢X Jppo
= —pop(¢X 10) +pd’X 1o
=—pd?’X 0 —pdX sdpo +pd*X Jo
=p*’X Jo
=—p*X Jo,
thus ¢20 = —p?o. With Proposition 3.3.4 we obtain
—PPAX,Y)o = A(X,Y)d}o = ¢ A(X,Y)o = —(p — 2)*A(X,Y)o,
thus A(X,Y)o = 0 if p # 1. Proposition 3.4.6 then shows that o is a special Killing
form if p # 0, 1. O

Proposition 3.5.3. Let (M,g,&) be a Sasakian manifold. Then every basic Killing
p-form with p # 0 has to vanish.

Proof. Let 0 € KP(M, g) be basic. Then we obtain
0=Leo =Veo —ppo = (p+1)Leo — ppo = =0,
thus 0 = ¢20 = —p?o. O

Next we turn to vertical Killing forms.

Lemma 3.5.4. Let 0 € KP(M, g) be vertical. If p is even, then o =0, and if p is odd,

p—1

then 0 =const-nAw 2 .

Proof. We first discuss the cases p = 0 and p = 1. If p = 0, then trivially o = 0. If
p = 1, then there exists a function f € C°>°(M) such that o = fn. The Killing equation
for o implies Ve (fn) = $€ 1d(fn), which yields df = —&(f)n. Taking the inner product
with £ we obtain &(f) = —&(f) =0, thus df = 0 and f is a constant, i.e. ¢ = const - 7.

Assume p > 2. Since o is both Killing and vertical, V¢o is both horizontal and
vertical:

£1Veo = g€ 1€ ado =0,
77/\V§U:V§(77/\0') =0
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which implies Vo = 0. We have the commutator relation
Ve, 0] = [Le + b, 0] = 8 + (n — deg)€ .

Applying this to o we obtain on one hand §°c = —(n — p)¢ Jo. On the other hand we
have

60 = ——2-Ado.

From n A o = 0 we conclude 0 = d(n A o) = 2Lo — n A do. Thus we obtain, using the

n—1

commutator relation [L,Alo = (p — 251 )0 —n Ao =—3(n—2p+1)o,
LAo = ALo + [L,A]o
=inAAdo—Li(n—2p+1)o
=1ip+)(n—pmAéso—3(n—2p+1)0o
= 1P —D(n—p+2)0.
We will generalize this to

L°A°c = cs0 (3.5.1)

with ¢ € R\ {0} for all s =1,...,|5]. This determines o completely up to a constant:
If p is even, we choose s = &. With f := A0 € C*°(M) we obtain

1
o= fuw’

which implies ¢ = 0 since o is vertical while w?® is horizontal. If p is odd, we choose
s = %. Since o is vertical there exists a function f € C*(M) such that A®c = fn,
which shows

o= é fnAw®.

From Proposition 3.4.9 we know that A®s is a vertical Killing 1-form, which we already
discussed in the beginning of this proof. We obtain f = const and o = const - n A w®.

It remains to show (3.5.1), which we will do by induction on s. For s = 1 the
statement is true with

ci=3(p—1)(n—p+2)#0,

since p > 2. Now assume (3.5.1) holds for s < L%J If we write n = 2m + 1, we have
the commutator rule

[LF,A] = —k(m — deg —k + 1) L* ' —kpA gL
which simplifies to
[LF, A = —k(m — deg —k + 2)LF1
on vertical forms. Since o and therefore A®c is vertical, we get

LTINS g = LI AN e
=L (AL® — s(m — deg(A°0) — s + 2)L° 1) A%
= LAL’A°c —s(m —p+ s+ 2)L°A’c
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=(c1 —s(m—p+s+2))cso

= Cs+10.

Since ¢s # 0 by induction, it remains to show that ¢; # s(m — p + s+ 3). Assume that
this is false, i.e. that

(p—1)(2m —p+3)=4ds(m—p+s+2) (3.5.2)

holds. We see that the left-hand side has to be even and that the right-hand side is

positive. Thus p has to be odd and (m — p + s+ 2) > 0. We obtain |5 | = %, ie. we

have s < p%l. This implies
ds(m —p+s+2)<4- p21 (m — p+p2 +2)
=(-1)2m-p+3),

which is a contradiction to (3.5.2). O
With Lemma 3.5.2 and Lemma 3.5.4 we are finally able to prove Theorem 3.5.1.
Proof (of Theorem 3.5.1). The conformal Killing equation with X = ¢ becomes

Ve = g€ ad) — g A 0.

Taking the interior product with £ shows & 4 (n A §¢) = 0, thus J¢ is vertical. To see
that 1 is a Killing form we recall equation (3.3.11), namely

n A (AT(X)0+ 21X 5a(A)) = En(X)n Avig(A)).

Since v is horizontal and ¢(A) commutes with £ 1, the right-hand side has to vanish and
A= (X)) + %X 1q(A)Y is vertical. But it is also horizontal because A~ (X) commutes
with & 4 as well. Thus we obtain

A7 (X% + 1X sq(A)g =0,

which by Corollary 3.1.14 shows that dv¢ is a Killing (p — 1)-form. From Lemma 3.5.4

we know 41 = 0 if p is odd or ) = const - n A w B if p is even. If p is odd, then v
is a horizontal Killing form and Lemma 3.5.2 yields the claim. If p is even, then by
Proposition 3.2.1 d%) is a special Killing form with constant —p. From Lemma 3.3.8 we
obtain that

P 1
0= = sy doY

is a Killing form, thus ¢ =
yields the remaining claim.

pTC p+1)d5w o + const - w B . Again Lemma 3.5.2
O

Theorem 3.5.1 yields a corresponding result on vertical conformal Killing forms:

Theorem 3.5.5. Let (M, g,§) be a n = (2m + 1)-dimensional Sasakian manifold and
Y € CKP(M, g) vertical.
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o Letp beodd. If m+1<p<n-—2, theny = const'n/\w% + 75, where Tg

is a vertical special *-Killing form with ¢27s = —(n — p)?rs. If p < m, then
—1
wzconst-n/\pr.

o Letp be even. If m+1<p<n-—1, then Yy = 75 is a vertical special x-Killing
form with ¢21s = —(n — p)*rs. If p < m, then ¢ = 0.

We conclude this section with the discussion of conformal Killing forms ) that satisfy
the additional equation

St = —\*.

The following result is an immediate consequence of the Theorems 3.5.1 and 3.5.5 since
every form of this type is either horizontal or vertical, depending on the parity of A — p.

Corollary 3.5.6. Let (M, g,&) be an-dimensional Sasakian manifold and ) € CKP(M, g)
with ¢21 = —\2, where A € N,

hd If>\ ¢ {O,p,n—p}, thendj =0.

o If A\ =p, then 1y = 0 is a horizontal special Killing form, and if A =n — p, then
¥ = Tg is a vertical special *-Killing form.

o Assume A = 0. If p # 0 is even, then ¢ = const - wg, and if p # n is odd, then
p—1

Y =const-nAw 2z .

3.5.2 Sasaki-Einstein and Eta-Einstein manifolds

Theorem 3.5.7. Let (M, g) be an Einstein manifold and o € KP(M, g) with p > 3. If
(M, g) admits a Sasakian structure, then

q(A)do = 0.
In particular, if M is compact, then o is a special Killing form.

Proof. From Proposition 3.1.20 we know
d(Ac) = —1Ricp(do) + E52g(R)(do) + Z2(6R) Fo.

Since (M, g) is Sasaki-Einstein we have Ricp, = —deg(n — 1)id and 64 = éR = 0 by
Lemma 2.1.11. From Ao = (p+ 1)(n — p)o we obtain

q(R)do = (p+1)(n —p — 1)do,

thus ¢(A)do = 0. If M is compact then by Proposition 3.4.6 we see that o is a special
Killing form. O

Since 3-Sasakian manifolds are automatically Einstein we have an immediate corol-
lary.

Corollary 3.5.8. Let (M, g) be compact Riemannian manifold. If (M,g) admits a 3-
Sasakian structure then every Killing p-form is special if p > 2, and every x-Killing
p-form is special if p < n — 2.

If the manifold is strictly Eta-Einstein then we can completely determine conformal
Killing forms up to Killing vector fields.
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Theorem 3.5.9. Let (M, g,§) be a strictly Eta-Einstein manifold and 1p € CKP(M, g).

o If p # 1 is odd, then ) = const - 77/\pr71, and if p # n — 1 is even, then
¢:const-w%.

o Ifp=1, theny = K*+const-n, and ifp=n—1, then ¢ = const-ws + x(K™),
where in both cases K is a Killing vector field.

Proof. Since (M, g,§) is a strictly Eta-Einstein manifold we have
Ric=(n—-1-¢)id+en®¢

with ¢ € R\ {0}, or equivalently
Ric? = .

Thus the Ricci-form p? satisfies
pt e X = cRicA(¢X) = —co X,
which implies that the action of p? on QP (M) is given by
ple = —cép.

With Theorem 3.3.9 we decompose 1 into the sum of a Killing form ¢ and a *-Killing
form 7, i.e. 9 = 0 + 7 . Using the Propositions 3.3.4 and 3.3.5 yields

—c¢Da:pAOU:O

for p # 1 and
—copT =prer=0

for p # n — 1. Then the claim follows from Corollary 3.5.6. (]

3.5.3 Normal conformal Killing forms

In [LO04], F. Leitner introduces the notion of normal conformal Killing forms on pseudo-
Riemannian manifolds. These are forms that satisfy the conditions

Vxt) = Iﬁx Jdyp — n%pﬂx* A 61, (3.5.3)
Vx(dyp)=p+1)KX)" A —(p+1)X* AOpt, (3.5.4)
Vx(69) = —(n—p+ 1)K(X) 39 — (n—p+ 1)X 50,1, (3.5.5)

Vx(Op) = =57 K(X) sdyp — 5= K(X)* A9, (3.5.6)

where K € I'(End(T'M)) and O, : QP(M) — QP(M) are defined by

K(X):=—-1 (Ric(X) - el X)

2(n—1)
1 * scal
0, := = (V V- 2(n—1)) for 2p # n,
1 1 1
Oy = 1 (G7(0d — o) + 2k, — 525 ).

In the remainder of this section we prove the following theorem:

76



Theorem 3.5.10. Let (M, g,£) be a n-dimensional Sasakian manifold and ¢ € QP (M)
a normal conformal Killing p-form with 2 < p < n — 2. The set My, of points where 1
does not vanish,

My = {z € M |4y # 0},

is an open Einstein submanifold of M and v is the sum of a special Killing and a special
x-Killing p-form.

Proof. We rewrite (3.5.4) and (3.5.5) in terms of the Sasakian curvature tensor A and
use our results of the Sections 3.3 and 3.4 since (3.5.3) precisely means that ¢ is a
conformal Killing form. We decompose ¢ = o+ 1 € KP(M, g) ® «KP(M, g). Because of
2 < p < n—2, the Weitzenbock formula V*V = A — ¢(R) yields V*Vo = (n — p)o and
V*V71 = p7 and this gives

SC&1A+TL n—1 scald+n(n—1
Oyt = iy (v Vo + V"7 — b)), sl intn %)

< SC& ) o ( (n SC;}( ) ) T

K(X) =—-L ((RIC tn—1)X — %@

1 piA 14 1
= o RicT(X) + (2(njc135(n—2) - 5) xS

From Proposition 3.1.15 we know Vx (d¢) = Vx(do) = —(p+ 1) X* Ao + %A+(X)U
and Vx(6Y) =Vx(r)=n—p+1)X o7 — %A_(X)T. We obtain

%AJF(X) p+1 (Vx(do)+ (p+1)X* No)
=KX)"NYp—-X"NOpp+X"No
: A n 1)scal? *
= —5RicAX) A Y+ GRS X A, (3.5.7)
%_pAi(X)T_ — p+1 (Vx(r)—(n—p+1)X 17)

= K(X)o¢+X 00— X a7

. A —1)scal?
= — LRIt (X) 0y — oyt X . (3.5.8)

We set X =€ in 3.5.7 and 3.5.8 and obtain scald - n A =0 and scal? - &1 =0, thus
scalt - = 0.
With this we may simplify (3.5.7) and (3.5.8) to

AT (X)o = — L Rict(X)* A, (3.5.9)
A™(X)T = —2=LRic}(X) Jep. (3.5.10)

Since o is a Killing and 7 is a *-Killing p-form, we know o € Bf_ and 7 € BY (cf
Definition 3.3.2). From the Propositions 3.3.4 and 3.3.5 we obtain

e A7(X)r=0and £ JAT(X)o =0 for p < m,
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e AT(X)o=0andnANA (X)r=0forp>m+1,
where we set n = 2m + 1. We first treat the case p < m, where we obtain
RicA(X) 19 =0

from (3.5.10). Taking the inner product of (3.5.9) with & yields Ric?(X)* A& 14 = 0.
We get
0 = Ric*(X) 5 (Ric(X)* A €L)
= g(Ric*(X), Ric(X))€ 2 — Ric(X)* ARicA (X) 2€ 19
= |[Ric™ (X)|1*¢ 5o
Consider the smooth function M — R,z — ||£ 4 ||z. Then we have
IRic™ (X) /€ 29l = 0 (3.5.11)
forall z € M and all X € T, M. We define
E:={z e M[[|§ 29[l =0},
M = int(F),
My := M\ E.
Then E is a closed and M7 and M are open subsets of M and we have M = M7 U MU
OFE. Note that M; U Ms cannot be empty since otherwise M = 0F C E C M, which

implies £ = M and M = OFE = OM = (). So M; U My is an open, dense submanifold of
M.

o If My # (), then M is an open submanifold of M and 4 is a horizontal conformal
Killing form on M;. By Theorem 3.5.1 we know that o is a special Killing form,
which by Proposition 3.4.6 means AT(X)o = 0. The normal conformal Killing
equation (3.5.9) implies RicA(X)* A1) = 0 on M;. Taking the interior product
with Ric”(X) we obtain |Ric?(X)||%¥ = 0 on M;.

o If My # (0, then My is an open submanifold of M with || 24|, # 0 for all z € M.
From (3.5.11) we obtain ||Ric?(X)]||, = 0 for all z € My and X € T, My = T, M.
Equation (3.5.9) shows that o is a special Killing form.

Since M7 U M5 is dense in M we obtain
Ric (X) [tz = 0
for all x € M and all X € T, M, which yields the claim.

The case p > m + 1 is treated similarly. O

78



A Lie derivative of the curvature tensor

Lemma A.0.11. Let (M,g) be a Riemannian manifold and let v € T'(TM). If we
define B(X,Y) = V?va — R(X,v)Y, then we have

(ﬁvR)(Xv Y)Z = (VXB)(Yv Z) - (VYB)(Xa Z)

Proof. This is a straightforward calculation: Assuming that X,Y and Z are parallel at
a point we obtain

(VxB)(Y,Z)— (VyB)(X,Z) — (L,R)(X,Y)Z
= Vx(Vyzv — R(Y,0)Z) = Vy (Vi z)v — R(X,v)2)
— Lo(R(X,Y)Z) + R(L,X,Y)Z + R(X, LoY)Z + R(X,Y) Lo Z
=VxVyVzv—-VxVy,zv— (VxR)(Y,v)Z
CVyVxVz0+ Vy Ve, 70 + (VyR)(X,v)Z
~ Lo(R(X,Y)Z) — R(X,Y)Vzv
=VxVyVzu —VyVxVzuo - VxVy, 70+ VyVy,zv
+ Vrx,y)zv — R(X,Y)Vzv
+ (VoR)(X,Y)Z -V, (R(X,Y)Z)
= —VxVvyz0+ Vy Vv, zv + Vy, vy 20 = Vy, vy 20
= Vi v,y 20+ Vi, zv
=0. O

B Cone geometry

Let (M,g) be a Riemannian manifold. The Riemannian cone (C(M), gc) over M is
defined by C'(M) := M x R and

go =129 + dr.

In the following we identify every vector field on M with a vector field on C(M) via
Xo=X(gp) = Xe +0-0, € M ®T,R.
It is well-known that the Levi-Civita connection V¢ of the cone acts on 1-forms via
VY™ = VyYV* — Lg(X,Y)dr,
VGY*=-ly*
V&dr = rX*,
VgT dr =0,
where X* and Y* are the g-duals of X and Y. With this the covariant derivative of
p-forms a € QP(M) is given by
Via=Vya+ X J(dr Ao,

Vgra = —%a.

We use this in order to compute the action of Ro(X,Y) on QP(M).
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Lemma B.0.12. Let (M, g) be a Riemannian manifold. Then for all X, Y € TM and
all a € QP (M) we have

Ro(X,)Y)a=R(X,Y)a+ (X*"AY")ea.
Proof.
Ro(X,Y)a = V§iVia - ViVia - Vi ya

=V§ (Vya+ 1Y S(drna))
— VS (Vxa+ 21X S(dr Aa))
— Vixyja+ X, Y] 2 (dr Aa)
=V{Vya+ly (VSdr Aa)+ 1Y 4 (dr AV @)
—Vi{Vxa-— 1X . (V$dr A a) — 1X J(dr A Via)
- Vixy)o

= VXVYOé — VYVYO[ — V[X7y]a
+Y . (X"Na) - X 3(Y" Aa)

=RX,.Y)a+ (Y (X"Na)= X3 (Y*ANa))
=R(X,)Y)a+ (X*"AY")eaq. O

C Linear Algebra

Lemma C.0.13. Let V' be a vector space over a field K and A,B € Endg (V) such
that ker(B) is A-invariant. If there exist eigenvectors vy,...,v, € V \ {0} of A with
pairwise different eigenvalues such that vy € ker(B), then vy, € ker(B) for all k.

Proof. (of Lemma C.0.13) Let Ay be the eigenvalue of vy, i.e. Avy = Apvg. Since
v € ker(B) and A(ker(B)) C ker(B) we know B(A®v) = 0 for all s > 0, in particular
for all s with 0 < s <r — 1. This yields > A;Bu, = 0 . We obtain the following linear
system of equations:

1 1 1 BUl

A A oA Buvy

X2 L a2 Bus | —o.
DVEEIED Vet D Vit B,

The matrix on the left is a Vandermonde matrix with Vandermonde determinant
TTow =)
k>l

and is thus invertible since the eigenvalues are pairwise different. But then Bvg = 0 for
all k is the only possible solution. ([
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D Commutator and anticommutator relations

This Appendix contains a list of commutator and anticommutator relations on Sasakian
manifolds.

[L,A] = (deg —m)id —n A € J [A,L] = (m —deg) +n A&
[L*, A] = k(deg —m + k — 1)LF ! [A* L] = k(m — deg+k — 1)AF!
—knANELLFT +EknpAE AT
[L,X*A] =0 [A, X*A] = ¢XJ
[L,X 2] = —¢pX*A A, X ] =
(L, ¢] = (A, ¢] =
[L,Vx]=-nAN X"A A, Vx]=¢&1 X4
[L,d] = [A,d] = — (deg —1)& 4
[L,0] = d°— (n — deg —1)nA [A, ] =
[L,d]=—-2n AL [A, C]:5+§J£§
[L,0]=—d+nALe [A, 69 = 2¢ .
[L,AT(X)] =0 (A, AT(X)] =A™ (
[L,RT(X)] =2X*AL [A,RT(X)] =R~ (¢X)—2X/\A
+ (n — 2deg)pX 4
[L,A™(X)] = —AT(¢X) [A, AT (X)) =

[L,R(X)] = -R"(¢X) - 2X JL [A,R™(X)]=2X JA
+ (n —2deg)p XA
(L, ]—277/\d 2(n—2deg—1)L [A,A] =26 56 +2(n —2deg+1)A
(L, Le] = (A, L] =0
L, ()]= (A, q(A)] =0
[L,q(R)] = —2(n — 2deg —2)L [A,q(R)] = 2(n — 2deg +2)A
{nn, o} = {€o,nt=id
A, 9] =0 [£4.9]=0
A, Vx] = —¢X"A (€4, Vx]=—¢X_
{nA,d} = 2L {€o,d} = L¢
{nA, 6} = — {£4,0}=2A
{nA,d°} =0 {£1,d°} = —nNELdegid
{NN, 06} = —(n—deg—1)id —n A& {£4,6°0=0
{nA, AT(X)} =0 {62, 47 (X))} =0
{nA, RT(X)} = X" AnA {€0, RT(X)} = — degn(X)id
+X*NEL
{nn, A"(X)} =0 {¢2,A7(X)} =0

{n\, R~ (X)} = —n A X,
+ (deg —2m)n(X)id
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A, A] = 2d° — 2(n — deg —1)nA

[77/\,£§] =0
1A, q(A)] =0
A, q(R)] = —(n — 2deg —1)nA
[0p, Vx]=—(nAX")e

[fp,d] = d° — degnA

[¢p, 0] = 0° + (n — deg)§ o

p,d] = —d+2§ L+ N Le

b, 0] ==0+2n A A f_lﬁg

= A7 (¢X)

[¢p, Al =2deg Le +2n N6 — 2 ud
[¢D7Q(A) = O
{d,5} = A

{d,d°}y =nANd+2degL
{d, 6 = —(p—1)Lc —§d
[d,A] =0

[d,Le] =0

[€ -

(€, Eg
[§J7Q( )
(€, q(R)

—20¢ — 2(deg —1)&

Al =
]
]
J=

(n —2deg+1)¢ 4

— degnA
+ (n —deg)é 4

, ]
]
;]
,d]
Ve, 09 = =0+ 20 A A — €L
[Ve, AT(X)] = AT(VeX)
Ve, RT(X)] = R+(V5X)
Ve, A7 (X)] = A (VeX)
[Ve, R™(X)] = R (VeX)
[Ve, Al = 2deg Le + 20 A6 — 26 L d
[Ve,a(A)] =0
(6,dy = A
{0,d°} = —(n —deg—1)Le +n A O

{6,0°y = =10 —2(n — deg)A
[0,A] =0
[0, Le] =0
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